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In this workbook, we describe how Microsoft Office® Excel®
can be used to perform the statistical computations and analy-
ses described in the textbook. Excel is a popular program,
often used for organizing and summarizing numerical or fi-
nancial information. It has substantial graphing capabilities
and a statistical analysis module that is designed to perform
a number of statistical analyses. One of the primary reasons
we use Excel is its accessibility. Whereas other statistical pack-
ages (e.g., SAS®, SPSS®, and S-PLUS) offer more advanced
analytic techniques and procedures, Excel is suitable for the in-
troductory procedures we present here.!~> In fact, Excel of-
fers many more applications than those we present in this
workbook. We focus on the concepts and procedures discussed
in the textbook. Readers interested in broader applications of
Excel should see Dretzke.* Before we proceed with specific
analyses, we first present some basic terminology and general
procedures to get started.

1.1 WORKBOOKS AND WORKSHEETS

Excel files are also called workbooks. A workbook is a set of
worksheets, where each worksheet can be thought of as a table
or grid of rows and columns. When we open the Excel pro-
gram, a workbook with three blank worksheets is presented
(this is the default, or preset starting point). Excel calls the
new workbook BookI. The name can be changed when the
workbook is saved (see Section 1.4 for details). The three
worksheets are called Sheet!, Sheet2, and Sheet3. The names of
the worksheets can also be changed. When Excel is opened,
Sheet] is shown on the screen and looks like an empty grid of
rows and columns; a sample is shown in Figure 1-1. The
columns of the worksheet are labeled with letters (A, B, C,

and so on) and the rows of the worksheet are numbered. The
workbook name appears in the top-left corner (Bookl), and
the tabs along the bottom of the screen show the worksheet
names.

It is useful to rename the worksheets to reflect the infor-
mation stored in each. For example, we rename Sheet1 as Data.
This is done using the Format option along the top menu bar.
Under the Format option, we choose the Sheet and then the
Rename options (see Figure 1-2). Once we choose the Rename
option, Excel places the cursor on the worksheet name at the
bottom of the screen (Sheet! in this case), where we can enter
the new name.

1.2  CELL ADDRESSES

A worksheet can be thought of as a set of cells. Each cell is
defined by a specific column and row. When we first open
Excel, the cursor appears in the top-left cell, making that the
current or active cell. Notice in Figure 1-1 and Figure 1-2
that the top-left cell is outlined in a bold black line. The col-
umn and row make up the cell’s address. The top-left cell’s
address is A1. As we move the cursor around the worksheet
into different cells, the address of the current or active cell is
shown just below the menu bars in the top-left portion of the
screen.

1.3  ENTERING AND EDITING DATA

For statistical analysis, we enter data into the cells of an Excel
worksheet. Once the data are entered, we can manipulate the
values and perform statistical analyses. Example 1.1 contains
data from a small study that we use to illustrate entering and
manipulating data.

© Jones & Bartlett Learning, LLC. NOT FOR SALE OR DISTRIBUTION.
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ﬁABLE 1-1 Data from Study of 5 Participants

~

Subject Identification Number Age Sex Weight (Ib) Height (in)
1 24 F 125 63
2 21 F 140 68
3 32 M 165 68
4 27 M 170 72
5 25 M 195 71

\_

J

Example 1.1. Suppose we have a sample of n = 5 partic-
ipants and on each participant we measure age, sex, weight,
and height. We also assign each participant a unique identifi-
cation number (shown in the first column of Table 1-1). The
identification numbers are not used in statistical analysis but
instead are used to keep track of data measured for each par-
ticipant. The data are shown in Table 1-1.

In Excel, we use the columns to hold the different vari-
ables that are measured (e.g., identification number, age, sex,

weight, and height) and the rows to hold the observations
measured in different participants. We use the first row for
the variable names—this is important as the variable names
show on the output, making for easier interpretation. The
data shown in Table 1-1 are entered into Excel by moving the
cursor around the worksheet. Figure 1-3 shows the data en-
tered into the worksheet we named Data. Notice that the
variable names are contained in row 1 and the data measured
on the five participants are shown in row 2 through row 6.

FIGURE 1-3 Study Data Entered into Excel Worksheet
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There is no restriction on the format or length of variable
names. However, it can be easier to work with shorter names,
simply for convenient viewing of the names and data on the
worksheet. It is important to choose informative names that
reflect the information entered.

In Figure 1-3, the current or active cell is E6. The cell ad-
dress is shown just below the menu bar in the top-left portion
of the screen. The contents of the cell (71 in the example) are
shown just to the right of the active cell’s address. Once data are
entered, we can change or modify entries simply by retyping
over the contents of the current cell or by typing into the top
row where the active cell’s contents are shown (see Figure 1-3).
We can move from cell to cell in the worksheet by using the
mouse or by using the arrow keys on the keyboard.

There are some instances where the same data are re-
peated. In Example 1.1, there are two women and three men.
Suppose we enter the sex of Participant 1 (i.e., the participant
with identification number 1 whose data are in row 2 of the
Data worksheet) into the C2 cell as “F”. Rather than enter-
ing the sex of Participant 2 into cell C3 directly, we can copy
the data from the C2 cell. First, we make the C2 cell the active
cell by moving the cursor to that cell. We then click on
the Copy icon on the menu bar. To let us know that the
contents of the active cell have been selected, Excel shows
the borders of the cell with a bold flashing dotted line (as
opposed to a bold solid line). We then move the cursor to the
destination cell (e.g., C3) and click on the Paste icon. The
contents of cell C2 are copied and pasted into cell C3.
The same idea can be used to copy the contents of one cell
to several cells. Suppose we enter the sex of Participant 3 into
cell C4 as “M” and want to copy the contents of cell C4 in to
cells C5 and C6. We make cell C4 the active cell and click on
the Copy icon. We then highlight the destination cells—in
this case, cells C5 and C6—simultaneously. To do this, we
place our cursor on cell C5 (the top or first cell in the range)
and, holding the left mouse key down, we drag the cursor to
cell C6. This highlights both cells C5 and C6. We then click
the Paste icon and the contents of cell C4 are copied into
cells C5 and Cé6.

To insert a row into a worksheet, we use the Insert/Row
command on the menu bar. Once we select the Insert/Row
option, a row is inserted above the active cell. The same ap-
proach can be taken to insert a column. Selecting the
Insert/Column option from the menu bar inserts a column to
the left of the active cell.

For reporting purposes, we often want to format data or
results for a consistent presentation. The Format option on
the main menu bar can be used to format the contents of any

cell or range of cells in a worksheet. For example, we entered
weights in pounds, as shown into our Data worksheet:

Weight
125
140
165
170
195

Suppose that weights were actually measured to the nearest
hundredths place and the data were entered as follows:

Weight
125.45
140.05
165.16
170.39
195.47

Suppose that we want to present the weights to the nearest
tenths place (i.e., round the weights to one decimal place).
This can be performed using the Format option on the main
menu bar. We first highlight the range of cells we want to
format (in our example, cells D2 through D6). We then click
on the Format/Cells option. This is shown in Figure 1-4.

Choosing the Format/Cells option brings up the dialog
box shown in Figure 1-5, where we specify the format we want
for the selected cells. In Figure 1-5, we select the Number for-
mat from the category list on the left side of the dialog box
and specify 1 decimal place. Once we click OK, the display in
the worksheet changes to the following:

Weight
125.5
140.1
165.2
170.4
195.5

The Format option is particularly useful for formatting re-
sults. For example, when we compute the mean or standard
deviation of a sample, Excel carries more decimal places than
we generally want to present. Recall that, as a general rule, we
report summary statistics using one more decimal place than
the raw data. Reporting too many decimal places implies a
false level of precision. We illustrate how to format results in
Chapter 4 through Chapter 9 of the Excel workbook.

© Jones & Bartlett Learning, LLC. NOT FOR SALE OR DISTRIBUTION.
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1.4  SAVING FILES

The File/Save As option is used to save a workbook (and its as-
sociated worksheets). Figure 1-6 shows the commands. After
selecting the File/Save As option, Excel prompts us to enter a

1.5

file name to store the workbook. Once a workbook is saved as
a file, we can open it using the File/Open option for further
use.

PRACTICE PROBLEMS

Use Excel to create a worksheet with the data shown
in Table 1-2. The data were presented in Table 4-13
in the textbook and were measured in a subsample of
n = 10 participants who attended the seventh exam-
ination of the Framingham Offspring Study. Place
the variable names in the first row of the worksheet.

FIGURE 1-6 Saving the Workbook
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/TABLE 1-2 Data for Practice Problem 1

~

Participant ID Systolic Blood Pressure  Diastolic Blood Pressure  Total Serum Cholesterol Weight (Ib) Height (in)
1 141 76 199 138 63.00
2 119 64 150 183 69.75
3 122 62 227 153 65.75
4 127 81 227 178 70.00
5 25 70 163 161 70.50
6 123 72 210 206 70.00
7 105 81 205 235 72.00
8 113 63 275 151 60.75
9 106 67 208 213 69.00
10 131 77 159 142 61.00
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2.  Rename the worksheet with the data from Problem 1 3. S-PLUS Version 7.0. © 1999-2006 by Insightful Corp., Seattle, WA.
4. Dretzke, B.J. Statistics with Microsoft Excel (3rd ed.). Upper Saddle River,

as Data. .
NJ: Pearson Prentice Hall, 2005.

3. Save the Excel workbook as a file.

REFERENCES

1. SAS Version 9.1. © 2002—2003 by SAS Institute Inc., Cary, NC.
2. SPSS® Version 15.0. © 2006 by SPSS Inc., Chicago, IL.
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Once data are entered into a Microsoft Office® Excel® work-
sheet, we can create formulas and functions to organize, ma-
nipulate, and analyze the data. For example, Excel can be used
to create new variables from existing variables (e.g., to convert
variables from one scale of measurement to another, to stan-
dardize variables into z scores, or to create new variables from
those that are measured directly) or to compute summary sta-
tistics (e.g., the mean, standard deviation, or median of a
dataset, or the minimum or maximum values in a set).

2.1 BASIC MATHEMATICAL OPERATIONS

Basic mathematical operations are performed in Excel as they
are on a calculator or in other statistical computing packages.
In Excel, basic operations are implemented with the operators
shown in Table 2-1.

The order of operations is exponentiation first, then
multiplication and division, and then addition and subtrac-
tion. To implement mathematical operations, we “program”

mBLE 2-1 Mathematical Operators in Excel \

Operation Operator
Multiplication i
Division /
Addition +
Subtraction -
Exponentiation A

- J

specific operations into the cells of a worksheet. For exam-
ple, we use these operations to convert variables measured on
one scale to another or to create new variables from existing
variables.

In Example 1.1 of the Excel workbook, we presented data
on n = 5 participants. We measured age (in years), sex (male/
female), weight (in pounds), and height (in inches). The data
for Participant 1 are shown in Table 2-2. Using Excel, we could
convert age measured in years to age in months by multiplying
ageinyearsby 12 (e.g., Age 4. = Aeears X 12). We could also
convert weight in pounds to weight in kilograms using
Weightkilograms = Weightp ounds/0-4636. Excel can be used to make
these transformations easily. We illustrate how this is done in
Section 2.2.

Example 2.1. Consider a study designed to assess the im-
pact of a medication designed to lower systolic blood pressure.
Suppose we measure each participant’s baseline systolic blood
pressure (SBP) and their systolic blood pressure after 6 months
on treatment. The data on n = 3 participants are entered into
Excel and shown in Figure 2-1.

Notice that the distinct variables (e.g., ID and the base-
line and 6-month systolic blood pressures) are shown in the
columns and the data for each participant are shown in the
rows of the worksheet. To analyze these data, we use meth-
ods for dependent, matched, or paired samples and focus
specifically on differences in blood pressures. For each par-
ticipant, we need to first compute the differences. We can
take differences as

Difference = 6-Month SBP — Baseline SBP

© Jones & Bartlett Learning, LLC. NOT FOR SALE OR DISTRIBUTION.
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TABLE 2-2 Participant Data

Subject Identification Number Age

Sex Weight (Ib) Height (in)

1 24

F 125 63

2.2  RELATIVE AND ABSOLUTE CELL
REFERENCES

The operations described in Section 2.1 can be implemented
in Excel by “programming” the operations into cells in the
Excel worksheet. The programming amounts to specifying
equations in Excel to perform the desired operations. We are
essentially creating new variables as functions of existing vari-
ables using specific operations (e.g., converting from one scale
to another, creating difference scores). To implement these
operations, we first choose a column location for the new vari-
able and specify a name for the new variable. The new variable
name is placed in the first row of the worksheet along with the
other variable names. We then input the operation or formula
to create the new variable. In Excel, these operations are indi-
cated by an equals sign (“="). When Excel sees an equals sign
in a cell, it is expecting a formula to follow.

The formula in a cell is implemented to produce the de-
sired result, which is placed into that cell. Figure 2-2 shows
the data from Example 1.1 of the Excel workbook in a work-

sheet. Suppose we want to create a new variable, age in months,
and label it “Age, months.” We first choose a location for the
variable. Suppose we want to place the new variable in column F
of the worksheet. We enter the new name into row 1 of column
F, as shown in Figure 2-2. Age in months is computed by mul-
tiplying age in years (which is contained in column B) by 12.
Specifically, the formula to create age in months is age (in
years) X 12. This formula is entered into cell F2 as “=B2*12".
In this formula, B2 represents the address of the cell contain-
ing the age in years for Participant 1. Once the formula is en-
tered, Excel takes the value from B2 (24 years) and multiplies
it by 12. The result (288) is placed into cell F2.

To perform this operation for each participant, we copy the
formula in cell F2 and paste it into cell F3 through cell F6. This
is done by making F2 the active cell and clicking the Copy icon.
The border of cell F2 is shown in a bold, flashing dotted line. We
next highlight cell F3 through cell F6 and click the Paste icon.
The formula is copied from cell F2 into cell F3 through cell F6,
and Excel automatically updates the cell referencing (i.e., the lo-

/FIGURE 2-1 Systolic Blood Pressure \

Measured at Baseline and 6 Months Later
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FIGURE 2-2 Creating New Variables
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cations of the cells that contain the ages in years for each par-
ticipant). Specifically, when we enter the formula to compute
age in months for Participant 1 into F2, we specify that Excel
should take the data in cell B2 and multiply it by 12. We want to
do the corresponding for the remaining participants: for each
participant, we want to multiply their age in years by 12. When
we copy and paste the formula from cell F2 into cell F3 through
cell F6, Excel updates the cell references as shown in Figure 2-3.

Excel automatically updates the formula to compute age
in months for Participant 2 through Participant 5 by updating
the cell references (i.e., to cell B3 through cell B6). These ref-

erences are called relative cell references. The formula to com-
pute age in months for each participant uses the relevant in-
formation, the age in years for that participant, contained in
column B.

Consider again the data in Example 2.1 shown in Figure
2—1. Suppose we now want to create the difference variable.
Figure 2—4 shows the new variable (column D) and the formula
to compute it in cell D2. The difference score is computed
by subtracting the baseline SBP (column B) from the
SBP measured at 6 months (column C). The formula for
Participant 1 is “=C2—B2”. If we copy the contents of cell D2

E3 Microsoft Excel - Chapter2

et Format Jools Data Window Help  Adobe PDF

FIGURE 2-3 Using Relative Cell References

#" Micropho

= 10 o

| F | G

| 1|  Subject Identfication Number Age Sex Weight | Height . Age, months

2 1 |24 F 125 63 =B2"12

1 3 ]2 21 F 140 |68 =B3"12

| 4|3 32 M 165 168 |=B4%12

| 5 |4 27 M 170 172 =B5"12

1 6|5 25 M 195 |71 |=B6*12

| 7|

| B |

P
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FIGURE 2-4 Computing Differences

£l Microsoft Excel - Chapter2

1| ID | Baseline SBP _ B Months SEP Difference
2 1 150 L 136 =¢2-h2 |
3| 2 | @ 142 128 0 - I | —
(4] 3 | 134 140
S |
| 6 |

into cell D3 and cell D4, Excel automatically updates the cell
referencing. The new formulas are “=C3—B3” and “=C4—B4’,
respectively. Once the formulas are entered, Excel computes
the differences and the results are shown in Figure 2-5.

Example 2.2. Suppose we measure the lengths (in cen-
timeters) of n = 6 infant boys who are 12 months of age.
Suppose we want to standardize the lengths by subtracting the
mean and dividing by the standard deviation. The mean length
for 12-month-old boys is 75 centimeters and the standard
deviation is 2.1 centimeters. The data are entered into an Excel
worksheet as shown in Figure 2-6.

The lengths in centimeters are shown in column A. We stan-
dardize the lengths by subtracting the mean and dividing by the
standard deviation: Z = (Length — 75)/ 2.1. To create the new
variable Z, we enter the formula as shown in Figure 2-7. If we
copy the formula from cell B2 into cell B3 through cell B7,
Excel updates the reference to cell A2 to use the lengths in cen-
timeters in cell A3 through cell A7, respectively.

There is a second way to perform the standardization.
Suppose we enter the data into an Excel worksheet as shown in
Figure 2-8. The mean and standard deviation are now shown
in cell B9 and cell B10, respectively. We again create Z scores by

FIGURE 2-5 Difference Scores

E3 Microsoft Excel - Chapter2

EFY

- Zv""

| 1| ID | Baseline SBF | 6 Months SBP | |
[l 4 1 . 150 _ 136 -14 |
3 2 142 | 128 14 '
3 134 _ 140 | g 1

Difference
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FIGURE 2-6 Lengths of Boys 12 Months of Age

Al1

I“I%J | B

Length, cm
71

79
74
75
77
a2

FIGURE 2-8 Lengths of Boys with Mean and
Standard Deviation

E1 Microsoft Excel - Chapter2

Length, cm
71 | =(22-75)2.1]
79
74

taking each length in column A, subtracting the mean of 75 and
dividing by the standard deviation of 2.1. What we do here is
refer Excel to the cells containing the mean and standard
deviation (i.e., cell B9 and cell B10) in the worksheet. If we
again place the Z scores in column B, the formula entered in

[ 1 | Length,em |
E28 71
[ 3 | 79
4| 74
e 75
6| 77
L 82
| 8 | | s © ¢
[ 9 | Mean | 75

ﬂ Std Dev | 21

cell B2 is “=(A2—$B$9)/$B$10”. A dollar sign before a column
or row in a cell address freezes or fixes that column or row so
that, as opposed to relative addresses as in the previous exam-
ples, Excel is not allowed to update it. In this example, we are
fixing both the columns and rows of the addresses of the mean

© Jones & Bartlett Learning, LLC. NOT FOR SALE OR DISTRIBUTION.
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and standard deviation. These are called absolute cell references.
Figure 2-9 displays the formulas that are copied into cell B3
through cell B7; notice that the cell addresses for the mean and
standard deviation do not change from cell to cell.

When we enter the formulas, the results are shown in
column B. Both of the methods illustrated in Figure 2—7 and

Figure 2-9 produce the results shown in Figure 2-10. The
boy of length 71 cm is 1.9 standard deviations below the mean,
whereas the boy of length 79 cm is 1.9 standard deviations
above the mean. For presentation purposes, we format the cells
in column B to two decimal places (using the Format/Cells
option; see Figure 1-4 and Figure 1-5).

FIGURE 2-9 Using Absolute Cell References

b1 050
= 'F x - [~ - afp|100%  w
g S “ iy Y with dRevisw...
‘ M © .Jones & BRai
A20
STRIBU RO T B I = b
| 1| Length, em | z
| 2 |71 =(A2-5B$2)/§B§ 10
| 3 |79 |=(A3 5B§3)/§B5 10
| 4 174 =(A4-$E33)/3B§10
5 |75 |=(A5-$B53)/$B510
6477 . =(A5-5B%9)3B810 —
| 7 |m2 |=(A7-5E59)/$B510 )
8 I
El Mean |75
10 Std Dev 2.1
|11 '
12

-

FIGURE 2-10 Standardizing Lengths

Gl Slergth: R DISTRIBUINC

2 71 | -1.904761905 |

Ea 79 | 1804761905 |

[ 4 | 74 | -0.476190476 |

5 75 0

.61 7| 0.952380952 EEE
T 82 3,333333333

8 .

(5]  Mean | 75 —
10 | Std Dev 21

11

12
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2.3 CREATING FORMULAS AND FUNCTIONS

We now describe how Excel is used to compute summary
statistics (e.g., }_(, s, median) using formulas and functions.
Example 2.3. In many studies of cardiovascular disease
(e.g., the Framingham Heart Study), body mass index is
assessed as a risk factor. Body mass index (BMI) is defined as

BMI = weightkﬂograms / height?

Often weights are measured in pounds and heights in
inches. Thus, the observed measurements must be converted
to kilograms and meters, respectively, and then divided to
produce BMI scores. In Example 1.1 of the Excel workbook, we
measured weight in pounds and height in inches in #n = 5 par-
ticipants. Suppose we now want to create a BMI for each
participant. The conversion from pounds to kilograms is
1 pound = 0.4536 kilograms, and the conversion from inches
to meters is 1 inch = 0.0254 meters. The formula to compute
BMI from weight in pounds and height in inches is

weightpounds X 0.4536

BMI = —
(height;,ghes X 0.0254)2

Figure 2—-11 shows the computation of BMI. The formula in
cell H2 can be copied to cell H3 through cell H6 to compute
BMI for each participant. Notice the power operator “*2”, used
to square the height in the denominator of the formula. Once
the formula is copied, the BMI scores are computed as shown
in Figure 2—12. Before we compute summary statistics on the

15

assto oA

BMI data, we first use the Format/Cells option to format the
BMISs to two decimal places (Figure 2—13).

Excel has a number of functions and formulas that can
be used to summarize and analyze data. We now use Excel to
compute the sample mean BMI (i.e., X =X / n) using these
functions. We first sum the BMI scores and place the sum in cell
HS8. This is done with the SUM function. In cell H8, we enter
the formula “=SUM(H2:H6)”. The SUM function sums the
data in the cells listed in the range shown in parentheses. In this
example, we want to sum the data in cell H2 through cell H6.
We then compute the sample size using the COUNT function
and place the sample size into cell H9. In cell H9, we enter the
formula “=COUNT(H2:H6)”. The COUNT function tallies
the number of cells with non-missing data. The sample mean
is computed by dividing the sum by the sample size, and we
place the sample mean into cell H10. Specifically, in cell H10
we enter the formula “=H8/H9”. We use column G for labels
(Figure 2—13).

Suppose we now wish to compute the standard deviation of

BMI (i.e., s= _S,_(X_—iXZ ). We need to first subtract the mean
n A

BMI (in cell H10) from each BMI and square the difference.
We place the squared differences in column I, and the for-
mula entered in cell 12 is “=(H2—$H$10)"2” and then copied
into cell I3 through cell I6. We then sum the squared differ-
ences using the SUM function (i.e., “=SUM(I2:16)”) and place
the result in cell I8. The variance is computed by dividing the

B3 Microsoft Excel - Chapler?
A

Fgmat Tools Data Whdow Hep  AdoheFOF

/FIGURE 2-11 Computing BMI From Height and Weight

et Z o i g B 5]

/ Miaophone 7ok 4 Handwrin
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i1 ¥4 Beph with Changes. .. End Raview, . .
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N e X R (070 45352 D 025402
B [ 8 [ ¢ o [ & T F TG ] F [

| 1 | Subject [dentficabon Number | Age Sex Weight Height Age, months BMI
2] 1 % | F P v ssmpernmsyd |
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/FIGURE 2—-12 Computing Body Mass Index
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6 | 5 25 M 195 71 | 300 2719715814
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FIGURE 2-13 Computing the Sample Mean

E3 Microsoft Excel - Chapter2
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| 3 | 2 21 | F 140 68 252 1.8
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| .5 | 4 a | M 170 i | 324 23,06
| B | 5 25 | M | 195 7 30 720
7
| | |Sum 118.77
1 9 | [N 500
110 |Mean 2375
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sum of the squared differences by (n—1). We compute the vari-
ance in cell 111 as “=18/(H9—1)”. The standard deviation is then
computed as “=SQRT(I11)”. Figure 2—14 displays the results.
Like many statistical computing packages, there are several
ways to compute summary statistics in Excel. One way is to
use the mathematical operations to program the formulas. A
second method is to use one of Excel’s many built-in functions
that directly compute summary statistics on a continuous
variable. For example, Excel has an AVERAGE function that

computes a mean. First, we select a cell for the result. Suppose
we wish to compute the mean age for the data shown in Figure
2-14, and we want to place the mean age in cell B8. We enter
the following into cell B8: “=AVERAGE(B2:B6)”. Once the for-
mula is entered, the mean of the observations contained in cell
B2 through cell B6 is computed and placed in cell B8. The
AVERAGE function sums the data specified in parentheses
(in the worksheet, the age data are in cell B2 through cell B6)
and divides by the sample size (i.e., the total number of non-
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FIGURE 2-14 Computing the Sample Variance and Sample Standard Deviation
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missing values). There are other functions available in Excel
that are useful for computing summary statistics; these are
discussed in Chapter 4 of the Excel workbook.

A third option for computing summary statistics is
through the Excel Data Analysis ToolPak. The ToolPak offers
a number of modules designed to perform various statistical
analyses. We introduce the ToolPak here and use it extensively
in Chapter 4 through Chapter 9 of the Excel workbook to per-
form statistical analysis.

2.4  THE DATA ANALYSIS TOOLPAK

The Excel Data Analysis ToolPak is an additional module (or
add-in) that must be loaded either at the time of instal-
lation of Excel or at a later date. If the ToolPak was loaded at
installation, it will be available as an option on the Tools menu
(Figure 2-15).

If the Data Analysis ToolPak is not available, it can
be loaded at any time. This is done using the Tools/Add-Ins
option (Figure 2-15). Once the Add-Ins option is selected,
a dialog box appears with several additional modules, one
of which is the Data Analysis ToolPak. If we check the
box next to “Analysis ToolPak” (Figure 2—16) and click on
OK, the ToolPak will be added and available under the Tools
menu.

The Data Analysis ToolPak can be used to perform many
statistical computations. Table 2-3 lists the analyses that are
available through the Data Analysis ToolPak that are discussed in
the textbook. Table 2-3 lists the procedures alphabetically, along

with the chapters from the textbook where these procedures are
discussed in more detail. (Excel offers other procedures, but we
restrict our attention to only those discussed in the textbook.)
There are some analyses (e.g., chi-square tests) that are not
available in the Data Analysis ToolPak. In addition to those in

~

/FIGURE 2-15 The Data Analysis ToolPak
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FIGURE 2-16 Adding the Data Analysis ToolPak
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ﬁABLE 2-3 Analyses Available in the Data Analysis\
ToolPak

Analysis Chapter in Textbook

Analysis of variance 7
Descriptive statistics 4
Histogram

Regression

t Test: Paired two sample for means

t Test: Two sample assuming equal variances

z Test: Two sample for means

6

NN N O Y

the ToolPak, Excel also offers many built-in statistical functions
(e.g., CHITEST for a chi-square test) that can be used to per-
form specific tests and procedures. As we discuss specific analy-
ses in Chapter 4 through Chapter 11 of the Excel workbook, we
present options for analysis using the ToolPak and Excel’s statis-
tical functions.

2.5 PRACTICE PROBLEMS

1. Use Excel to create a worksheet, called Data, with
the data in Table 2—4. The data were presented in
Table 4-13 and were measured in a subsample of

MAP =
)

n = 10 participants who attended the seventh exam-
ination of the Framingham Offspring Study. Place
the variable names in the first row of the worksheet.
Compute two new variables for each participant,
body mass index (BMI) and mean arterial pressure
(MAP). The formulas for the variables are:

weightpounds X 0.4536
(height;hes X 0.0254)2

BMI =

(2 X Diastolic Blood Pressure) + Systolic Blood Pressure
3

Compute the sample size for the MAP data in
Problem 2 using the COUNT function and store the
result in the Data worksheet.

Compute the mean MAP in Problem 2 by program-
ming the formula

for the mean (i.e., X = X ) and store the result in the
Data worksheet.

Compute the standard deviation of the MAP values in
Problem 2 by programming the formula for the stan-
dard deviation

(e, s= | 2X=X)*) and store the result in the
n—1
Data worksheet.
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/TAB LE 2-4 Data for Practice Problems \
ParticipantID  Systolic Blood Pressure  Diastolic Blood Pressure  Total Serum Cholesterol Weight (Ib) Height (in)
1 141 76 199 138 63.00
2 119 64 150 183 69.75
3 122 62 227 153 65.75
4 127 81 227 178 70.00
5 125 70 163 161 70.50
6 123 72 210 206 70.00
7 105 81 205 235 72.00
8 113 63 275 151 60.75
9 106 67 208 213 69.00
10 131 77 159 142 61.00
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Microsoft Office® Excel® is very useful for creating tables and
graphs to summarize and present statistical information. Many
investigators use Excel to prepare tables and graphs for reports,
presentations, and manuscripts. Often, presentations and man-
uscripts are prepared in other packages (e.g., PowerPoint®,
Word®) but tables and charts are prepared in Excel and then
imported into those presentations or manuscripts.

3.1 CREATING AND FORMATTING TABLES

In Chapter 4 of the textbook, we presented a number of sta-
tistics to summarize continuous, ordinal, and categorical vari-
ables. Investigators must determine which statistics most
accurately and completely describe sample data. For example,
for continuous variables we can compute the sample mean,
median, and mode to describe central tendency and the sam-
ple range, interquartile range, variance, and standard devia-
tion to describe variability. For ordinal and categorical
variables, we can compute frequencies, relative frequencies,
and cumulative relative frequencies (appropriate for ordinal
variables). For presentation purposes, we must decide which
statistics to present and how.

In almost all research reports, investigators include a de-
scription of the study sample. The description usually includes
socio-demographic or background characteristics (e.g., age,
gender, educational level) and might include data to describe
clinical history (e.g., prevalent disease, symptom severity at
the start of the study). With a cross-sectional or cohort study,
the description is often based on the full sample or cohort. In
clinical trials, descriptions are usually provided for each treat-
ment group, considered separately. Regardless of whether data
are presented for a single group or for separate groups, the

CHAPTER 3

y Tab)
|

investigator must select the most appropriate statistics to sum-
marize key information.

Example 3.1. Suppose we conduct a cross-sectional
study of 125 undergraduate students to estimate the preva-
lence of cigarette smoking. Before presenting data on the
prevalence of smoking, the investigators wish to provide a
description of the study sample. Suppose that several back-
ground variables are analyzed (with Excel or with another
statistical computing package). For each continuous vari-
able, sample means and standard deviations are produced,
and for each ordinal and categorical variable, frequencies
and relative frequencies are produced. The results are shown
in Table 3-1.

Table 3—2 was developed in Excel to present the infor-
mation shown here. For the continuous variables, we present
means and standard deviations rounded to one decimal place.
For ordinal and categorical variables, we present the fre-
quencies and relative frequencies. The table can be copied
from Excel into a Word document for presentation.

It is always important to include a clear and concise title
in a table. It is also important to specify clear variable names
with appropriate units. Finally, the data (i.e., summary statis-
tics) presented in the table must be clearly defined. Table 3-2
was prepared in Excel, as shown in Figure 3-1.

The title is entered in the first row of the table. To ac-
commodate the length of the title and lengths of variable
names, the widths of the columns (e.g., A, B) in the worksheet
can be increased. It is not necessary to enlarge column A to
accommodate all of the long title because the title is the only
item in the first row. Thus, to accommodate the length of the
title, we merge cell A1 and cell Bl into one larger cell. This is
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GABLE 3-1 Summary Statistics on Background Variables

Age X = 19.567 s = 1.867
Sex Men Women
79 (63.2%) 46 (36.8%)
Year in school Freshmen Sophomore Junior Senior
35 (28.0%) 41 (32.8%) 31 (24.8%) 18 (14.4%)

Number of hours of X =5.821 s =2.989
exercise per week _
Weight X = 165.352 s = 14.857
Height X = 67.463 s = 4.655 J
ﬁABLE 3-2 Description of Study Sample \ /FIGURE 3-1 Description of Study Sample \
S——
Age (years) 19.6 (1.9) NN Ve Ao [eta) Mo S5t
Gender NN NEWE I NN A - NP NN S A RACERAN W
Men 79 (63%) N oot Wad WD ILT R || (IR iml Y#Reply with Changas &, EndR
Women 46 (37%) ; 1]
Year in School 129 - A
D <5 (2250) 1 Table 1ADesc iption u[lSIUd Saan le . | .
n
Sophomore 41 (33%) ] 3 Lae
Junior 31 (25%) 3 |Characteristic Mean (SD) or n(%)
Senior 18 (14%) | 4 |Age, years 196(1.9)
0 3
Exercise per week (h) 5.8 (3.0) % eMxen 79 ©3%)
Weight (Ib) 165.4 (14.9) 7 | women 46 (37%)
g g 8 |Yearin School
Height (in) 67.5 (4.7) B5 Froohron % 0a%)
\ J | 10| Sophomare 41 (33%)
11| Juniar 31 (25%)
| 12| Seniar 18 (14%)
| 13 |Exercise Per Week, hours 5830
| 14 [VWeight, pounds 165.4 (14.9)
15 [Height, inches 675 (4.7)
16

done by first entering the title into cell A1. Because the title is
longer than the width of the A1 cell, the title runs across into
cell B1 through cell D1, as shown in Figure 3-2.

Before we merge cells in the first row to accommodate
the title, we first resize column A and column B to accom-
modate the variable names, units, and the descriptive sta-
tistics. To increase the width of column A, we place the
cursor on the vertical line between column A and column B.
The cursor changes shape to a bold cross with arrows run-
ning right and left. Clicking and holding the mouse while
moving the cursor to the right or to the left then increases or
decreases the width of column A. We do the same for col-
umn B, using the vertical line between column B and column
C. Figure 3-3 shows the widened column A and column B.

o /

We now merge cell Al and cell B1 to accommodate the
title. This is done by highlighting cell A1 and cell B1 and click-
ing on the Merge and Center icon shown on the menu bar
(see Figure 3-3). The result is shown in Figure 3—4. We now
enter the variable names, units, and the summary statistics
into column A and column B.

Excel can be used to create tables for presentation pur-
poses, and it offers options similar to those offered in Word for
formatting text in terms of font size, type, justification, and so
on. Excel also has options to round numeric information—
for example, to round statistics to one or two decimal places.
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FIGURE 3-2 Entering the Title for the Table
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Suppose we compute the mean and standard deviation of
several continuous variables as shown in Figure 3-5. For
presentation, we wish to display the summary statistics to one
decimal place. This can be done by first highlighting the desired
range of cells (B2 through C5), and then selecting the
Format/Cells option (Figure 3—6).

Once the Format/Cells menu option is selected, a dialog
box appears. Various options are available for formatting. To
format the numerical values to one decimal place, we select the
“Number” category and then the desired number of decimal
places. Here we choose 1 decimal place, as shown in Figure 3-7.
Once we click OK, the data are formatted to one decimal place.
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A B c 1) E E
| 1 |Characteristic Mean SO
[ 2 Age, years. 19614 19
| 3 |Exercise Per Wask, hours 5.786 3
4 |Weight, pounds 165.400 14.9
| 5 |Height, inches B7.499 47
E
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Characteristic

Age, years

Exercise Per Week, hours

Weight, pounds

Height, inches
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3.2 FREQUENCY DISTRIBUTION TABLES

Excel has a built-in menu option that can be used to create
frequency tables for presenting information. This is especially
useful for ordinal and categorical variables. The option is
illustrated below.

Example 3.2. Suppose we have a small study of n = 10
patients with rheumatoid arthritis, and we record their gen-
der and the severity of their symptoms of arthritis. The data
are shown in Figure 3-8. Suppose we want to present the
gender distribution of the sample in a frequency distribution
table. We first select the Data option on the main menu bar
and then the Pivot Table and Pivot Chart Report option, as
shown in Figure 3-9. Once we select this option, Excel opens
the Pivot Table and Pivot Chart Wizard, as shown in Figure
3-10.

The wizard essentially asks for the details necessary to gen-
erate the frequency distribution table. The first detail concerns
the data. Excel asks where the data reside, and the default re-
sponse is a Microsoft Office Excel list or database, and this re-
sponse is already checked. This response applies when the data
are in an Excel worksheet, as is the case here. Thus, we do not
need to modify the default response. We would choose an
alternate response if, for example, the data were stored in a

FIGURE 3-8 Data on n=10 Patients with
Rheumatoid Arthritis
B Mlcrosoﬂ Excel Chapler3
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A D Sex | Symptom Severity
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49 | 8 F Severe
.10 | ) [ Maderate
[ 11| 10 F Moderate
12

/
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different file. The second detail concerns the type of report we
wish to produce. The default response is checked and is a pivot
table. This again is the appropriate response for a frequency
distribution table. Once we click Next, we are presented with
a second dialog box, as shown in Figure 3-11.

Excel then asks specifically for the range of cells contain-
ing the study data. We want to generate a frequency distribution
table for gender, so we specify cell B1 through cell B11. Notice
that we include cell B1, which actually contains the name of
the variable as opposed to data (Figure 3-12).

Once we click Next, we are presented with a third dia-
log box where Excel asks for the location for the resultant
frequency distribution table (see Figure 3—13). We need
only to specify the cell address for the top-left corner of
the frequency distribution table. We request that Excel place
the top-left corner of the frequency distribution table in
cell E1. (Note that we could have checked the first option
and requested that the frequency distribution table be
placed in a different worksheet.) When we click Finish, Excel
sets up a template in the current worksheet for the frequency
distribution table. The template is shown in Figure 3—14.
Notice that the top-left corner of the template is in cell E1.

FIGURE 3-9 Creating a Frequency Distribution TabD
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FIGURE 3-14 Creating a Frequency Distribution Table
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In addition to the template (shown in the background),
Excel also displays the variable we specified for the analysis (in
this case, sex) in the pivot table field list. To produce the fre-
quency distribution table, we must specify that sex is the row
variable for the table and, in addition, that sex is the data vari-
able. We first specify that sex is the row variable by clicking the
Add To button in the dialog box. The sex variable is specified
in the list and we are requesting that Excel use sex in the row
area. Once we click Add To, Excel automatically makes sex the
row variable in the frequency distribution table, as shown in
Figure 3-15.

We now need to specify that sex is also the data vari-
able. The data variable is the variable that will be summa-
rized. For a frequency distribution table on one variable, the
row and data variable are the same. In other instances, it
may be of interest to summarize a second variable (e.g., com-
pute frequencies of symptom severity by sex, in which case

the data variable would be different from the row variable).
This is done by selecting Data Area from the drop-down list
at the bottom of the dialog box and clicking Add To. This is
shown in Figure 3-16. Once we add sex to the data area, the
frequency distribution table is generated by Excel (Figure
3-17).

Using the same sequence of steps, we can also generate a
frequency distribution table for symptom severity. The results
are shown in Figure 3-18. In the specifications, we requested
that Excel place the top-left corner of the frequency distribu-
tion table in cell E7.

Suppose we also want to present relative frequencies. The
relative frequencies of females and males are computed by en-
tering “=F3/$F$5” and “=F4/$F$5” into cell G3 and cell G4,
respectively. The same can be done for the symptom severity
data using “=F9/$F$12” in cell G9 and copying to cell G10
and cell G11. The results are shown in Figure 3—-19.
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FIGURE 3-17 Frequency Distribution Table for Sex \
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3.3  HISTOGRAMS AND BAR CHARTS

Excel is very powerful for generating graphical displays.
Investigators often run statistical analyses in other packages,
such as SAS®, and then use Excel to produce graphical displays
of the statistical results. There are several ways to generate
histograms and bar charts for ordinal and categorical
variables, respectively. We describe two techniques. The first
is a follow-on to the Data/Pivot Table and Pivot Chart Report
menu option, and the second uses the Excel Chart Wizard.

Similar to the wizard we used to create frequency distri-
bution tables in the preceding section, Excel has a Chart Wizard
that is very useful for generating graphical displays. The Chart
Wizard can be accessed through the graphic icon on the main
toolbar, as shown in Figure 3—20. Clicking on the Chart Wizard
opens the dialog box shown in Figure 3-20, which offers vari-
ous options for graphical displays. Excel offers a number of
standard graphical displays as well as some custom displays
(under the respective tabs). We first illustrate how to produce

FIGURE 3-18 Frequency Distribution Table for Symptom \

Severity
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a graphical display following the Data/Pivot Table and Pivot
Chart Report option, and then using the Chart Wizard.

In Example 3.1 of the Excel workbook, we used the
Data/Pivot Table and Pivot Chart Report to generate frequency
distribution tables for participant’s sex and symptom severity.
Once a frequency distribution table is produced, we can easily
generate a graphical display. Suppose we want to generate a his-
togram for the distribution of symptom severity. This is done by

selecting (highlighting) the frequency distribution for symp-
tom severity and then clicking on the Chart Wizard (Figure
3-21). Once we click on the Chart Wizard, a new worksheet is
generated, as shown in Figure 3—22. The new worksheet is called
Chartl. (This is the default name, but it can be changed.)
There are a number of options available for formatting
the display. First, we can hide some of the templates and labels
that Excel has placed on the display. This can be done by

FIGURE 3-20 The Chart Wizard
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placing the cursor over the label, “Count of Symptom Severity.”
If we right-click while over this label, several options are avail-
able (Figure 3-23). When we click on Hide Pivot Chart Field
Buttons, the field labels are removed, producing the display
shown in Figure 3-24.

Notice in Figure 3—24 that we also changed the title. This
is done by double-clicking on the default title (“Total”); when
the default title is highlighted, we enter a new title (“Frequency
Histogram of Symptom Severity”). By default, Excel generates
a bar chart. Because symptom severity is an ordinal variable

Frocuency Htog e of Symphom Seveily

© Jones & Bartlett Learning, LLC. NOT FOR SALE OR DISTRIBUTION.



I s

and not a categorical variable, we want to display a histogram
(i.e., the adjacent bars should run together). To change the bar
chart into a histogram, we double-click on one of the three
bars (double-clicking on any of the three will produce the same
result). Double-clicking opens the menu of formatting options
shown in Figure 3-25.

To convert the bar chart to a histogram, we select the
Options tab, shown in Figure 3-26. The default gap width
between bars is 150. To produce a histogram, we change the gap
width to 0 (Figure 3-27). Once we click OK, Excel generates the
histogram shown in Figure 3-28.

Excel offers many options for formatting graphical
displays. We describe only a few here. A second method for
generating graphical displays uses the Chart Wizard directly
(i.e., does not involve first using the Data/Pivot Table and
Pivot Chart Report).

Example 3.3. In Example 4.2 in the textbook, we presented
data from the seventh examination of the offspring in the
Framingham Heart Study on blood pressure (n = 3539). Systolic

fo =SERIES([DatalSFS7 SF3A DatalIETS $5512,Data SFE3-§F§12,1)

and diastolic blood pressures were measured as continuous vari-
ables and organized into ordinal categories. Table 4-5 in the
textbook showed a frequency distribution table for the ordinal
blood pressure variable and is shown here as Table 3-3.

We want to generate a relative frequency histogram to
present the blood pressure data. We first enter the informa-
tion shown in Table 3-3 into Excel. Figure 3-29 contains the

/TABLE 33 Frequency Distribution Table for Blood )

Pressure @Regdl{esT FOR SALE OR DISTRIBUT
Relative

Blood Pressure Frequency Frequency (%)
Normal 1206 34.1
Pre-hypertension 1452 41.1

Stage I hypertension 653 18.5

Stage II hypertension 222 6.3

Total 3533 100.0
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FIGURE 3-28 Frequency Histogram for Symptom Severity

Fraquency Histogr e of Symelom Sevely

data. To generate the relative frequency histogram, we click the
Chart Wizard icon on the menu bar. This opens the dialog box
with various options shown in Figure 3-30.

The first option is a column chart, and Excel can generate
various forms of this display (e.g., one-dimensional, three-di-
mensional). Suppose we click the top-left option (the default

ON [ ]

E3 Microsoft Excel - Chapter3_2

BU
FIGURE 3-29 Blood Pressure Data

option shown in black in Figure 3-30) under Chart Subtype.
Once we click Next, Excel then asks for the range of the data
for the display (Figure 3-31).

We specify both the location of the response labels (to
label the bars) and the location of the relative frequencies. The
response labels are in column A and the relative frequencies are
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in column C. The data are specified as “A1:A5,C1:C5.” The first
range contains the response labels and the second range con-
tains the relative frequencies (Figure 3-32).

When we click Next, Excel provides a snapshot of the
display and opens a dialog box with a number of format-
ting options (Figure 3-33). The first tab contains options

for labels and titles. The chart title is entered first, followed
by labels for the x- and y-axis of the display (Figure 3—34).
At this stage, we can also format other aspects of the display
by selecting other tabs that are shown in Figure 3-34.
However, if we click Next, Excel asks for the location of the
display (Figure 3-35).
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We can place the display in a new worksheet—in which
case we provide a name for the new worksheet—or we
can place the display in the current worksheet. In Figure 3-35,
we specify that we would like the display placed in a
new worksheet called Histogram. We click Finish and

Excel generates the new worksheet containing the display
(Figure 3-36).

We can continue to format the display. We first reduce
the gap between adjacent bars to zero by double-clicking on
any of the bars, which opens the dialog box shown in Figure

© Jones & Bartlett Learning, LLC. NOT FOR SALE OR DISTRIBUTION.
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FIGURE 3-36 The Display

of Blood Pressure
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3-27, and we specify a gap width of 0. We then remove the
label on the right side (“Relative Frequency”) by right-click-
ing on the label and clicking Clear. We then remove the grey
background by double-clicking anywhere in the background.
This opens a dialog box where we can either select another
color or choose None under the Area section for no back-
ground color. Finally, we remove the horizontal lines by right-
clicking on any line and clicking Delete. (Excel also has a Clear
option, which can be used to remove the horizontal lines.)
After implementing these steps, the histogram is as shown in
Figure 3-37.

3.4  SCATTER DIAGRAMS

A popular graphical display to illustrate the relationship be-
tween two continuous variables is a scatter diagram. Scatter
diagrams are useful in linear regression analysis applications to
assess the relationship between a continuous independent and
a continuous dependent variable (see Chapter 9 of the text-
book).

Example 3.4. Suppose we wish to examine the associa-
tion between body mass index (BMI) and systolic blood pres-

sure (SBP) in a sample of n = 12 persons who are not taking
antihypertensive medication. The data are entered into an Excel
worksheet as shown in Figure 3-38.

To generate the scatter diagram, we again use the Chart
Wizard. However, rather than specifying the data for the dis-
play in the dialog box that appears as part of the Chart Wizard
(Figure 3-32), we illustrate an alternative approach. Here we
first highlight the data for the display (in this case, cell Bl
through cell C13) and then click on the Chart Wizard icon.
From the list of Standard Chart Types, we select XY (Scatter),
as shown in Figure 3-39.

Recall that in regression analysis, we use x to denote the
independent variable and y to denote the dependent vari-
able (see Chapter 9 of the textbook). In this example, BMI is
the independent variable and SBP is the dependent variable.
Excel assumes that the first variable specified is the inde-
pendent variable (x) and the second is the dependent vari-
able (y). This is the way the data in Example 3.4 are
organized. The default subtype (shown in black in Figure
3-39) is the scatter diagram. The other subtypes connect the
data either with lines or curves, depending on which sub-
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FIGURE 3-37 The Relative Frequency Histogram for Blood Pressure Categories \
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type is selected. Once we click Next, Excel displays a tem-
plate of the scatter diagram along with a dialog box in which
the range of the data are indicated (Figure 3—40). Note that
the data range is automatically filled (we actually selected
the data range before invoking the Chart Wizard).

We click Next and are presented with a template of the
scatter diagram and options for formatting (Figure 3-41). We
can input a title as well as labels for the x (horizontal) and y
(vertical) axes. We can use the other options to remove the
gridlines and the legend. When we click Next, Excel asks for
a location for the scatter diagram (Figure 3—42).

We can place the scatter diagram in a new worksheet—in
which case we provide a name for the new worksheet—or we
can place the display in the current worksheet. In Figure 3—42,
we specify that we would like the display placed in a new work-
sheet called Scatter Diagram. We click Finish and Excel gen-
erates the new worksheet containing the display (Figure 3—43).

Excel automatically scales the x- and y-axes from zero
to a value larger than the maximum value in the dataset. There
are many variables whose theoretical minimum is much larger

© Jones & Bartlett Learning, LLC. NOT FOR SALE OR DISTRIBUTION.
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Relationship Between Body Mass Index and Systolic Blood Pressure

than zero; BMI and SBP are two examples. Thus, we willnext by double-clicking anywhere along the x axis. This brings up
rescale the x- and y-axes to start at more reasonable values. For  the dialog box shown in Figure 3—44.

example, we will rescale the x-axis from 20 to 45 and the y-axis In the dialog box, we choose the Scale tab and specify the
from 100 to 180. We first rescale the x-axis (BMI). This is done desired minimum and maximum and the major unit. The

Dugley yrts: | None m (=] mro dgrtay ey Lubed i 1t

Clpgerihumic scale
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[k 1) s croess at v vaom

© Jones & Bartlett Learning, LLC. NOT FOR SALE OR DISTRIBUTION.



il s

FIGURE 3-45 Scatter Diagram of BMI and SBP
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major unit represents the distance between tick marks shown
on that axis. We then click OK. After following the same se-
quence for the y-axis (SBP) and changing the background from
grey to white (i.e., double-clicking anywhere in the back-
ground, which opens a dialog box where we can either select
another color or choose None under the Area section for no
background color). We also remove the horizontal lines by
right-clicking on any line and choosing Delete (or Clear). The
scatter diagram is as shown in Figure 3—45.

The scatter diagram illustrates the positive association
between body mass index and systolic blood pressure. The
scatter diagram can now be copied from Excel into a manu-
script, report, or presentation.

3.5 PRACTICE PROBLEMS

1. The data in Table 3—4 were measured in n = 15 col-
lege seniors in a cross-sectional study of alcohol
consumption. Each participant was asked their
gender, year in school, the age at which they first
consumed alcohol, and the number of alcoholic
drinks they consume on a typical drinking night.
Generate frequency distribution tables for gender and
year in school using the “Data/Pivot Table and Pivot
Chart Report” option on the menu bar.

For the data in Table 3—4, generate a frequency bar
chart for gender using the Pivot Table and Pivot
Chart Report option.

For the data in Table 3—4, generate a frequency his-
togram for year in school using the Pivot Table and
Pivot Chart option.

For the data in Table 3—4, create a frequency distri-
bution table for drinking status, defined by the fol-
lowing numbers of drinks per night:

Abstinent 0
Light 1-3
Moderate 4-5
Heavy 6 or more

For the data in Table 3—4, generate a frequency his-
togram for drinking status using the Chart Wizard.
For the data in Table 3—4, generate a scatter diagram
to display the association between age at first drink
and number of drinks per night. (Note that the sam-
ple size for analysis is n = 13.)
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AABLE 3-4 Data for Practice Problem

\

-

ID Number Gender Year in School Age at First Drink* Number of Drinks/Night
1 M Freshman 14 5
2 M Senior 11 8
3 F Junior 17 3
4 M Junior 13 9
5 F Freshman 0
6 F Sophomore 15 4
7 F Freshman 15 0
8 F Freshman 0
9 M Senior 15 7
10 F Junior 21 5
11 M Junior 18 3
12 M Senior 14 6
13 EF Junior 19 3
14 F Sophomore 18 2
15 M Junior 20 4
*Students who never had a drink were excluded.
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In Chapter 4 of the textbook, we presented summary statis-
tics for dichotomous, ordinal, categorical, and continuous
variables. We discussed both numerical and graphical sum-
maries. Numerical summaries for continuous variables
include the sample mean, standard deviation, median, and
quartiles. Numerical summaries for ordinal and categorical
data use frequency distribution tables, and these were
discussed in detail in Chapter 3 of the Microsoft Office®
Excel® workbook. In Chapter 3 of the Excel workbook, we
also presented several graphical displays for sample data.
Numerical summaries for continuous variables measured in
a sample are discussed here.

The most appropriate numerical summaries for contin-
uous variables depend on whether or not there are outliers.
Regardless of whether there are outliers, the summary should
always include the sample size, a measure of central tendency
or a typical value (e.g., the mean or median), and a measure
of variability (e.g., standard deviation or interquartile range).
Here we generate summaries that include numerous statistics;
the investigator must choose those that are most appropriate
to summarize a particular characteristic.

4.1 THE DESCRIPTIVE STATISTICS
ANALYSIS TOOL

Here we generate summary statistics on a continuous variable
using the Descriptive Statistics Analysis Tool available in the
Excel Data Analysis ToolPak.

Example 4.1. In Example 4.3 in the textbook, we analyzed
data from a subset of n = 10 participants attending the seventh

Jontinuous

examination of the offspring in the Framingham Heart Study.
The data values were presented in Table 4—13 of the text and
are shown here in Table 4-1.

The means, standard deviations, and other statistics can
be computed using the Descriptive Statistics Analysis Tool
in the Data Analysis ToolPak. Figure 4-1 shows the data
entered into an Excel worksheet. We now use the Data
Analysis ToolPak to generate descriptive statistics on each
continuous variable. We begin with body mass index (BMI).

When we select the Tools/Data Analysis option from the
menu bar, a dialog box with the various analysis tools appears
(Figure 4-2). From the list of analysis tools, we choose
Descriptive Statistics. We are then presented with a second
dialog box. Figure 4-3 displays this dialog box, which requires
input for the descriptive statistics.

In the dialog box, we must provide the location of the
data values we wish to summarize. This is requested under
Input Range. In the Input Range text field, we specify cell G1
through cell G11. The data actually reside in cell G2 through
cell G11, with the variable name in cell G1. We must check
the box to indicate that the variable name or label is in
the first row. By doing so, Excel prints the variable name
on the output. If we do not check the box to indicate
that the variable label is in the first row, then we must spe-
cify the input range as “G2:G11”. In the next section of the
dialog box, we specify where we would like the results placed.
The options are to place the output in the current work-
sheet, in a new worksheet within the same workbook, or
in a new workbook. If we select Output Range, we must

© Jones & Bartlett Learning, LLC. NOT FOR SALE OR DISTRIBUTION.
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ﬁABLE 4—1 Subsample of n = 10 Participants Attending the Seventh Examination of the Framingham Offspring

\

Study
Participant Systolic Blood Diastolic Blood Total Serum
ID Pressure Pressure Cholesterol Weight (Ib) Height (in) BMI
1 141 76 199 138 63.00 24.4
2 119 64 150 183 69.75 26.4
3 122 62 227 153 65.75 24.9
4 127 81 227 178 70.00 25.5
5 125 70 163 161 70.50 22.8
6 123 72 210 206 70.00 29.6
7 105 81 205 235 72.00 31.9
8 113 63 275 151 60.75 28.8
9 106 67 208 213 69.00 31.5
10 131 77 159 142 61.00 26.8

/FIGURE 4-1 Data for Analysis Entered into Excel

'Eljﬁemmmm1mmmsmmn¢mm

| g G2 8 = |9~ 0~ I%Z-zlm Ig!r-]l:l:%

E5 Microsoft Excel - Chapterd

z ."g‘!i Al

~

g itijv Reche with Changes., u'dFe 181

I

=]

B | C | i [ E T EG Cl=
Participant Systolic Blood |Duastolic Blood| Total Serum Weight Height | Body Mass
| 1] Pressure |  Pressure | Cholesterol Ll
| 2 | 1 141 | 76 159 138 63 24.4
3] 2 [ | e 150 183 6975 | 264
4] 3 | 122 | e 227 153 6575 | 249
5 | 4 [ | s 227 7 7 255
6 | 5 [ 125 | 70 163 161 705 228
7| 6 l~AN123 | 72 210 206 70| 296
B | 7 105 a1 205 235 2 319
q| 8 113 63 275 151 075 288
10| 9 106 67 208 213 69 315
11 10 131 | 77 159 142 61 26.8
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4

specify the cell address for the top-left corner of the table
containing the results (e.g., I1). In Figure 4-3, we select
New Worksheet Ply to place the results in a new work-
sheet in the same workbook, and we specify the name of
the new worksheet as Descriptive Statistics. In the last
section of the dialog box, we request that Excel generate
summary statistics for BMI by checking the appropriate box

© Jones & Bartlett Learning,

in the dialog box. The results of the analysis are shown in
Figure 4—4.

Notice that the results are contained in a new worksheet
in the workbook called Descriptive Statistics. The data are con-
tained in the Data worksheet. When the Descriptive Statistics
option is selected, Excel generates all of the statistics shown in
Figure 4—4. The default (or automatic) statistics produced
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FIGURE 4-4 Descriptive Statistics for\

BMI
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with the Descriptive Statistics Analysis Tool are shown in Table
4-2.In Chapter 4 of the textbook, we discussed many (but not
all) of these statistics. The most relevant statistics for BMI are
the sample size n = 10 (referred to as Count), the sample mean
X = 27.26, and the sample standard deviation s = 3.07. Notice
that Excel generates summary statistics with many more dec-
imal places than would be reasonable to report.

It is also possible to generate descriptive statistics for sev-
eral continuous variables simultaneously. Again, we select
Tools/Data Analysis, and then Descriptive Statistics from the
list of analysis tools. We then specify the range of all variables
in the input range field in the first section of the dialog box. In

EABLE 4—2 Default Statistics in Descriptive Statisti(h
Analysis Tool

Statistic Formula/Description
R NXI
Sample mean X=—
n
s
Standard error SE = —+
Vn

Median Middle value (50% above and 50%
below)

Mode The most frequent value. If there is
no value that appears more than
any other, Excel indicates this
with “#N/A”

~X)2
Sample standard b= 2-X2
.. n—1
deviation
-X)2
Sample variance s2= 2-x2
n—1

Kurtosis Reflects the thickness of the tails of
a distribution of a continuous
characteristic as compared to a
normal distribution (see Chapter 5
of the textbook). The kurtosis of
a normal distribution is 0.

Skewness Reflects the symmetry of a distri-
bution of a continuous charac-
teristic as compared to a normal
distribution (see Chapter 5 of
the textbook). The skewness of a
normal distribution is 0.

Range Range = Maximum — Minimum

Minimum The smallest value in the dataset

Maximum The largest value in the dataset

Sum The sum of the observations, 2X

Count The number of observations, n

- J

Figure 4-5, we specify the input range as B1 through G11. This
range includes all variables and variable names or labels (which
are contained in row 1).

Again, we request that the output be placed in a
new worksheet, here called All Variables. A screenshot of par-
tial results is shown in Figure 4-6. Descriptive statistics are
computed on each of the variables but cannot be dis-
played on the screen without substantially reducing the
font size.
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/FIGURE 4—5 Descriptive Statistics for Several Variables
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4.2  DESCRIPTIVE STATISTICS USING EXCEL
FUNCTIONS

There are other statistics that we discussed in Chapter 4 of
the textbook that are useful for continuous variables and are
not automatically generated with the Descriptive Statistics
Analysis Tool. An example is the first (and third) quartile.
Excel does not include the quartiles in the output of the
Descriptive Statistics Analysis Tool, but they can be computed
with an Excel function. The function is invoked as “= QUAR-
TILE(data range, quartile number)”.

The data range is defined by the addresses of the cells con-
taining the first and last observations in the dataset, separated
by a colon. For example, using the data in Figure 4—1, systolic
blood pressures occupy the range B2:B11, diastolic blood pres-
sures occupy the range C2:C11, and total cholesterol values
occupy the range D2:D11. The quartile numbers range from 0
to 4. Table 4-3 indicates which values are generated for each
quartile number.

We now use the quartile function to generate quartiles for
the diastolic blood pressures (DBP) shown in Figure 4-1. In

Figure 4-7, we use the quartile function to compute the first
quartile of DBP and place it in cell C13. Notice that we also
added a label into cell B13. In Figure 4-8, we compute the
second (median) and third (Q3) quartiles of DBP. These are
computed using the formulas “=QUARTILE(C2:C11,2)” and
“=QUARTILE(C2:C11,3)”, respectively. Excel uses an

mBLE 4-3 Quartiles Produced by the QUARTILE \

Function
Quartile Number Statistic
0 Minimum
1 First quartile (holds 25% of
values below it)
2 Median
3 Third quartile (holds 25% of
values above it)
4 Maximum

& J
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FIGURE 4-6 Descriptive Statistics for All Variables
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algorithm to determine the quartiles that involves interpola-
tion. When we compute quartiles by hand as described in
Chapter 4 of the textbook, we do not interpolate, and thus
Excel may produce different values for the quartiles than those
we determine by hand. Results are not likely to be different
when the sample size is large.

Other Excel functions that are useful for generating
summary statistics for continuous variables are shown in
Table 4—4. For each function, the data (i.e., the range of cells

vescripeivestetisis Usig Exl ko INENERD)

in the worksheet containing the data to be analyzed) are spec-
ified in parentheses. The exception is the QUARTILE func-
tion, which also requires specification of the quartile number.

To compute the standard deviation of the systolic blood
pressures, we enter “=STDEV(B2:B11)”. Similarly, we can
compute the median systolic blood pressure using the median
function, “=MEDIAN(B2:B11)”. Note that “=MEDIAN(B2:B11)”
is equivalent to “=QUARTILE(B2:B11,2)”. In Excel and in most
other statistical computing packages, there are often several

E3 Microsoft Excel - Chapter4

FIGURE 4-8 Second and Third Quartiles of DBP
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/TABLE 4—4 Excel Functions for Summary Statistics \

Function Description
AVERAGE Computes the sample mean
COUNT Computes the sample size
MAX Computes the maximum value
MEDIAN Computes the sample median
MIN Computes the minimum value
MODE Computes the mode
QUARTILE Computes the quartiles
STDEV Computes the sample standard
deviation
VAR Computes the sample variance

- i
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ways to perform the same analysis. The analyst can choose the b. Use the QUARTILE function to compute the first
method with which they are the most comfortable or that best and third quartiles.
suits their style. 3. In the study of a new antihypertensive medication,
systolic blood pressures are measured at baseline (or
4.3  PRACTICE PROBLEMS the start of the study before any treatment is admin-
1. A study is conducted to estimate the mean total istered). The data are as follows:

cholesterol level in children 2 to 6 years of age. A
sample of nine participants is selected and their total
cholesterol levels are measured as follows.

120 112 138 145 135 150 145 163

148 128 143 156 160 142 150
185225 240 196 175 180 194 147 223 Use Excel functions to compute the sample mean,

standard deviation, median, and quartiles.
a. Use the Data Analysis ToolPak to compute the

sample mean, standard deviation, and median. 4. The following are height measurements (in cm) for a
b. Use the QUARTILE function to compute the first sample of infants participating in a study of infant
and third quartiles. health:
2. The following data were collected as part of a study
of coffee consumption among graduate students. The 28 30 41 48 29 48 62 49 51 39

following reflect cups per day consumed:

Use the Data Analysis ToolPak to compute summary
3 4 6 8 2 1 drtied statistics.

a. Use the Data Analysis ToolPak to compute the
sample mean, standard deviation, and median.
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Microsoft Office® Excel® has a number of probability func-
tions that can be used to compute probabilities or to find per-
centiles. In Chapter 5 of the textbook, we discussed in detail
two probability models, the binomial and normal distribu-
tions, which are appropriate for discrete and continuous out-

comes, respectively. As we discussed in Chapter 5 of the
textbook, there are many other probability distributions that
describe discrete and continuous outcomes; we focused ex-
clusively on these two. Excel has a number of functions that
can be used to compute probabilities for various distributions.
We focus on the binomial and normal distributions.

5.1 COMPUTING PROBABILITIES
WITH THE BINOMIAL DISTRIBUTION

In Chapter 5 of the textbook, we discussed the binomial dis-
tribution model and computed probabilities using the model:

n!
P(x successes) =

- X — n—x

xl(n — x)! frifbitd)

where n denotes the number of times the application or process
is repeated (sometimes called the number of trials), x denotes
the number of successes out of # trials of interest, and p is the
probability of success for any individual.

To use the binomial distribution model, we need to
specify n, p, and x. Excel has a probability function to com-
pute probabilities from a binomial distribution. The function
is invoked as “=BINOMDIST(x, n, p, cumulative)”. The first
three inputs for the function are the same as those we use in
computing probabilities by hand with the binomial dis-

tribtion model (i.e., x, n, and p). Excel requires one addi-
tional input, labeled cumulative. This last entry in the
BINOMDIST function is a logical value (i.e., one whose
responses are true or false). We either use the cumulative
distribution function by specifying “true” or do not use the
cumulative distribution function by specifying “false.” The
cumulative distribution function returns the probability of
observing x or fewer (rather than exactly x)successes. For
example, if we specify “true” and indicate x = 5 in the func-
tion, then Excel computes P(X = 5). In contrast, if we spec-
ify “false” and indicate x = 5 in the function, then Excel
computes P(X = 5). We illustrate the use of the function in
the following example.

Example 5.1. In Example 5.9 in the textbook, we pre-
sented an example assessing the extent to which adults with al-
lergies report relief from allergic symptoms with a specific
medication. We know that the medication is effective in 80%
of patients with allergies. If we provide the medication to
10 patients with allergies, what is the probability that it is ef-
fective in exactly 7?

For this example, n = 10, p = 0.80, and x = 7. We now use
Excel to compute the desired probability. In Figure 5-1, we
enter 1, p, and x into an Excel worksheet. We wish to compute
the probability of 7 successes when n = 10 and the probability
of success for any individual is 0.80. We use the BINOMDIST
function and specify the cell locations for x (A2), n (B2), and
p (C2). Because we want to compute the probability of exactly
7 successes, we set cumulative = false. The specification of the
formula is shown in Figure 5-2.
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FIGURE 5-1 Data for the Binomial Distribution Model
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Once we enter these values, the probability is computed.
The result is shown in Figure 5-3. We can also compute the
probability of observing 7 or fewer successes by specifying
cumulative = true in the function call. This is shown in
Figure 5—4. The result is shown in Figure 5-5. Thus, P(X = 7)
=0.201 and P(X = 7) = 0.322.

In Figure 5-6, we enter all possible values of x for n = 10
(i.e., 0 through 10) and in each case, compute the probability
of exactly x successes as well as the probability of observing x
successes or fewer, by using the BINOMDIST function with

cumulative = false and cumulative = true, respectively. Notice
that some of the probabilities are very small—e.g., P(X =0) =
1.024E—07 = 0.0000001024—and also note the relationship
between the individual and cumulative probabilities.

5.2 COMPUTING PROBABILITIES
WITH THE NORMAL DISTRIBUTION

In Chapter 5 of the textbook, we presented the normal dis-
tribution and showed how to compute probabilities using
the standard normal distribution (z) and Table 1 in the

FIGURE 5-2 Requesting P(X = 7) Whenn = 10 and p = 0.8 \

binomdist(A2 B2,C2 false)|

€

[ Prabability DfX Successes

p
10 | 08 J=binomdist(A2 B2,C2 false) |

© Jones & Bartlett Learning, LLC. NOT FOR SALE OR DISTRIBUTION.



Computing Probabilities with the l‘Hl

B i X8 L 1
D17

LLIE 02 DiSYRIRiNITE I EE F G

1 % n p Probability of ¥ Succ

2 & 10 08 0.201326592

3

7

£ Microsoft Excel - Chapter

=hinomdist{a2 b2 c2 true)

. T 5

X n p Probability of X Suce Probability of X Suct
10 0.8 0.201326592|=binomdist(a2 b2 c2 ,tru_gj

or Less

£ Microsoft Excel - Chapter5

X | n p | Probability of X Succ | Probability of X Suc or Less
7 | 10 08 0201326592 0_3222304?4_

© Jones & Bartlett Learning, LLC. NOT FOR SALE OR DISTRIBUTION.



CCOMMMI =ty Funcrons

FIGURE 5-6 Binomial Probability Distribution forn = 10 and p = 0.8
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Appendix of the textbook. Here we use Excel to compute
probabilities for variables that are assumed to follow a nor-
mal distribution.

Excel has two probability functions to compute probabilities
from normal distributions. The first computes probabilities
from the standard normal distribution. This function is
“=NORMSDIST(z)”. The input for the function is the z value. The
function returns the probability of observing a value from the
standard normal distribution less than or equal to z (i.e., Excel re-
turns the area under the standard normal curve to the left of—
or less than or equal to—z). Figure 5-7 displays a worksheet with
various values of z entered in column A. The NORMSDIST func-
tion is used in column B to generate probabilities less than or
equal to these values of z. For example, in cell B2 we enter
“=NORMSDIST(A2)”.

Recall that zero is the mean (and median) of the standard
normal distribution, and thus P(z = 0) = 0.5. (Recall that for the
normal distribution that P(z = 0) = P(z < 0) = 0.5.) In
addition, the standard deviationis 1,so P(—1 <z < 1) =
P(z <1) —P(z< —1) =0.841 — 0.159 = 0.682 (68% of the
observations in a normal distribution fall between the mean
minus one standard deviation and the mean plus one standard
deviation).

In most applications, we analyze distributions that are
normal with mean w and standard deviation o (which are
not 0 and 1, respectively). Excel has a second function that
computes probabilities from any normal distribution. This
function is “=NORMDIST(x, u, o, cumulative)”. The inputs

for the function are the x value, the mean (u) and standard
deviation (o) of the normal distribution, and a logical value la-
beled cumulative. For almost all applications, we use the cu-
mulative distribution function by specifying cumulative=true.
This returns the probability of observing a value from the nor-
mal distribution with specified mean and standard deviation
that is less than or equal to x (i.e., Excel returns the area under
the curve to the left of—or less than or equal to—x). If we
specify cumulative = false, the function returns the probabil-
ity of observing the value x. Figure 5-8 displays a worksheet

FIGURE 5-7 Probabilities From the Standard Normal\
Distribution
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FIGURE 5-8 P(X < 85) When u = 70 and o = 10
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with x entered in column A. We specify the mean and standard
deviation of the distribution in column B and column C, re-
spectively, and use the NORMDIST function to generate prob-
abilities less than or equal to x. For example, in cell D2 we enter
“=NORMDIST(A2,B2,C2,true)”. For a normal distribution
with w = 70 and standard o = 10, P(X < 85) = 0.9332.
Example 5.2. In Example 5.11 in the textbook, we ana-
lyzed body mass index (BMI), which is assumed to be normally
distributed for specific gender and age groups. The mean BMI
for men aged 60 is 29 with a standard deviation of 6, and for
women aged 60 the mean is 28 with a standard deviation of 7.
For men aged 60, we now use Excel to compute the
following: P(X < 35), P(X < 41), and P(X < 30). The results

are shown in Figure 5-9. Suppose we now wish to compute
the probability that a male has a BMI between 30 and 35—
i.e., P(30 < X < 35). This can be done using the NORMDIST
function to compute the probabilities that a male has BMI less
than 35 and less than 30 (as in Figure 5-9) and subtracting
(Figure 5-10) to compute the desired probability: P(30 < X <
35) = P(X < 35) — P(X < 30) = 0.275.

Now consider BMI in women. What are the probabilities
that a female aged 60 has a BMI less than 30 and less than 35?
What is the probability that a female aged 60 has a BMI be-
tween 30 and 35? We use the same approach, but recall for
women aged 60, the mean is 28 and the standard deviation is
7. The results are shown in Figure 5-11.

FIGURE 5-9 Probabilities from the Normal Distribution Using\

the NORMSDIST Function
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FIGURE 5-10 P(30 <X < 35)Whenu =29ando =6

E3 Microsoft Excel - Chapter5

o=

=]

A A 4 s - s asa
e
[ B 10 D | E JONES d& ERIT)
MEN_ | ST | . | f | |
X | Mean | Std Dev  Probability Less than X |
35 29 B | 0.841344746

4| 29 | B | 0977249868
30 29 B 0.566183833

PGO<%<35 | 0.275160913]
:

E3 Microsoft Excel - Chapter5

A
|l =i | -
ISTRIBUTION
| 1| MEN | . . .
2| X | Mean | StdDev | Probability Less than X |
3| 3w | 28 | B | 0841344745
4| #1028 | B | 0977249868
5| 33 | 29 | B | 0566193833
G .
7 j : | PEI<x<35) | 0.275160913]
8
EX |
| 10| WOMEN | | |
] ® Mean | Std Dev | Probability Less than X |
12| = 2 7| D0E12451519
13| 35 2 7| 0Bal3aa7as | _
14 . .
15 PE0<x<35) | 0.226693207)
16 ' |

)

-

5.3 FINDING PERCENTILES OF THE NORMAL percentiles for the standard normal distribution and for any

DISTRIBUTION normal distribution. The two functions are NORMSINV and
Recall from Chapter 5 in the textbook that a percentileisa ~ NORMINYV, respectively. The inputs for the functions are
score that holds a specified percentage or proportion of scores ~ shown in the following text.

below it. For example, the 80th percentile is the score that holds The function to compute percentiles for the standard
80% of the scores below it. Excel can also be used to compute ~ normal distribution is invoked as “=NORMSINV (probabil-

© Jones & Bartlett Learning, LLC. NOT FOR SALE OR DISTRIBUTION.



il s

FIGURE 5-12 Percentiles of BMI
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ity)”. The input for the function is the desired percentile,
entered as a probability or proportion. For example, to com-
pute the 80th or 95th percentiles, we specify 0.80 or 0.95,
respectively.

The function to compute percentiles for any normal dis-
tribution is invoked as “=NORMINV (probability, w, o). The
inputs for the function are the desired percentile entered as a
probability and the mean (u) and standard deviation (o) of
the normal distribution.

Example 5.3. Using the data in Example 5.2, we now use
Excel to compute the 90th and 95th percentiles of BMI for
men and women. The results are shown in Figure 5-12. In
men, 90% of BMIs are below 36.7 and 95% are below 38.9. In
women, 90% of BMIs are below 37.0 and 95% are below 39.5.

PRACTICE PROBLEMS

1. Total cholesterol in children aged 10 to 15 years of
age is assumed to follow a normal distribution with

5.4

amean of 191 and a standard deviation of 22.4.

a. What proportion of children 10 to 15 years of age
have total cholesterol between 180 and 190?

b. What proportion of children 10 to 15 years of age
would be classified as hyperlipidemic (assume that
hyperlipidemia is defined as a total cholesterol
level over 200)?

c. What is the 90th percentile of total cholesterol?

2. Among coffee drinkers, men drink a mean of 3.2 cups
per day with a standard deviation of 0.8 cups. Assume
the number of coffee drinks per day follows a nor-
mal distribution.

a. What proportion drink 2 cups per day or more?

b. What proportion drink no more than 4 cups
per day?

c. If the top 5% of coffee drinkers are considered
heavy coffee drinkers, what is the minimum num-
ber of cups consumed by a heavy coffee drinker?
(Hint: Find the 95th percentile.)

3. Astudyis conducted to assess the impact of caffeine
consumption, smoking, alcohol consumption, and
physical activity on the risk of cardiovascular disease.
Suppose that 40% of participants consume caffeine
and smoke. If 8 participants are evaluated, what is
the probability that:

a. Exactly half of them consume caffeine and smoke?

b. At most 6 consume caffeine and smoke?

4. A recent study of cardiovascular risk factors reports
that 30% of adults meet the criteria for hypertension.
If 15 adults are assessed, what is the probability that:
a. Exactly 5 meet the criteria for hypertension?

b. None meet the criteria for hypertension?

c. Less than or equal to 7 meet the criteria for
hypertension?

© Jones & Bartlett Learning, LLC. NOT FOR SALE OR DISTRIBUTION.



CCRMMIH ety Funcrons

5. Diastolic blood pressures are assumed to follow a nor- b. What proportion have diastolic blood pressures
mal distribution with a mean of 85 and a standard between 80 and 90?
deviation of 12. c. If someone has a diastolic blood pressure of 100,
a. What proportion of people have diastolic blood what percentile does this represent?

pressures less than 90?
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In Chapter 6 of the textbook, we presented formulas to gener-
ate confidence intervals for means (u) and proportions (p) in
one sample and for differences in means (u, — w,) and differ-
ences in proportions (p; — p,) in two independent samples.

We also discussed confidence intervals for the mean difference
(m;) when two samples are matched or paired. For each appli-
cation, we used the same general approach. Confidence inter-
vals for each parameter take the following form:

Point estimate = Margin of error

The point estimate depends on the parameter being estimated.
For example, when estimating the mean of a population, u, the
point estimate is the sample mean, X. When estimating the
population proportion, p, the point estimate is the sample pro-
portion, p. The margin of error includes two components. The
first component is from a probability distribution (e.g., z or t)
and reflects the selected confidence level (e.g., 90%, 95%) and
the second component is the standard error of the point esti-
mate. For example, the standard error of the sample mean, X ,18
SE = s/\V/n. The standard error of the sample proportion, p,

is SE="V p(1—p)/n.

In Chapter 6 of the textbook, we presented formulas for
confidence intervals for various parameters (see Table 6-22 in
Section 6.7 of the textbook for details). Here we use Microsoft
Office® Excel® to generate confidence intervals for various pa-
rameters. Excel does not generate confidence intervals directly;
instead, we use specific Excel functions to produce the z or ¢ val-
ues that reflect the desired confidence level and then construct
the confidence interval.

6.1  CONFIDENCE INTERVALS FOR ONE
SAMPLE, CONTINUOUS OUTCOME

In Chapter 6 of the textbook, we presented the following for-
mulas for confidence intervals for the mean of a continuous
variable in one sample.

n=30 X=* ZL (Find z in Table 1B)
Vn
n

n<30: X+ t% (Find tin Table 2, df = n — 1)

When computing the confidence intervals by hand, we com-
puted the sample size, mean, and standard deviation, and then
used Table 1B or Table 2 in the Appendix of the textbook to
find the appropriate z or ¢ value to reflect the desired confi-
dence level. Here we use Excel to compute summary statistics
and to determine the appropriate z or ¢ value for the confi-
dence interval. Once all of the requisite components are de-
termined, we construct the confidence interval.

Excel has a function to compute z values that can be used
in confidence intervals. The function is “=NORMSINV
(lower tail area)”. To use this function for confidence intervals,
we specify the area under the curve in the lower tail of the
standard normal distribution. For example, for a 95% confi-
dence interval, the area in the lower tail is 0.975. Figure 6-1
shows the standard normal distribution, z, and the z values
that hold the middle 95% of the distribution, P(—1.96 < X
< 1.96) = 0.95. To produce the z value for a 95% confidence
interval, we specify “=NORMSINV(0.975)”, which returns
1.96.
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Excel has a second function that computes ¢ values that can
also be used in confidence intervals. The function is
“=TINV(total tail area, df)” To use this function for confi-
dence intervals, we specify the total area in the tail of the ¢ dis-
tribution along with degrees of freedom, df. For a 95%
confidence interval, the total tail area is 0.05, and for one sam-
ple, the degrees of freedom are df = n — 1. We now illustrate
the use of these formulas to compute confidence intervals.

Example 6.1. In Example 6.1 in the textbook, we analyzed
data on n = 3539 participants who attended the seventh ex-
amination of the offspring in the Framingham Heart Study.
Summary statistics on variables measured in the sample are
shown in Table 6-1. We use Excel to generate 95% confidence
intervals for each characteristic. Because the sample size is
large, we use the confidence interval formula with z as opposed

ﬁABLE 6—1 Summary Statistics, Framingham Heart\

Study Offspring

. Standard
Characteristic n Mean (X) Deviation (s)
Systolic blood pressure 3534 127.3 19.0
Diastolic blood pressure 3532 74.0 9.9
Total serum cholesterol 3310 200.3 36.8
Weight (Ib) 3506 174.4 38.7
Height (in) 3326 65.957 3.749
Body mass index (BMI) 3326 28.15 5.32

L J

to t. The data are entered into an Excel worksheet as shown in
Figure 6-2.

First, we compute the standard errors for each character-
istic as SE = s/V/n and place these values in column E. For
systolic blood pressure, the following is entered into cell E2:
“=D2/SQRT(B2)”. We then compute the z scores for 95% con-
fidence intervals and place these in column E The computation
is the same for each characteristic—for example, in cell F2 we
enter “=NORMSINV(0.975)”. The standard errors and z val-
ues are shown in Figure 6-3. Note that had we wanted 90%
confidence intervals, we would have specified “=NORM-
SINV(0.95)” in column F.

We now compute the lower and upper limits of the 95%

—= s
confidence intervals using X = z N For systolic blood
n

pressure, the lower limit is “=C2 — (F2*E2)” and the upper
limit is “=C2 + (F2¥E2)”. (The product of the z value and the
standard error produce the margin of error.) The confidence
intervals are shown in Figure 6—4.

Example 6.2. In Example 6.2 in the textbook, we presented
data on a subsample of n = 10 participants who attended the
seventh examination of the Framingham Offspring Study.
Summary statistics on variables measured in the subsample
are shown in Table 6-2.

We use Excel to generate 95% confidence intervals for each
characteristic. Because the sample size is small, we use the con-
fidence interval formula with ¢ as opposed to z. The data are en-
tered into an Excel worksheet as shown in Figure 6-5.

First we compute the standard errors for each character-
istic as SE = s/\V/n and place these values in column E—e.g.,
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3 | Diastolic Blood Pressure 3,532 74 9.9
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ﬁABLE 6-2 Summary Statistics, Framingham Heart\

Study Offspring Subsample
Standard
Characteristic n Mean ()_() Deviation (s)
Systolic 10 121.2 11.1
blood pressure
Diastolic 10 71.3 7.2
blood pressure
Total serum 10 202.3 37.7
cholesterol
Weight (Ib) 10 176.0 33.0
Height (in) 10 67.175 4.205
Body mass 10 27.26 3.10
index (BMI)

o J

for systolic blood pressure, the following is entered into cell
E2: “=D2/SQRT(B2)”. We then compute the ¢ scores for 95%
confidence intervals and place these in column E. The com-
putation is the same for each characteristic—for example, in
cell F2 we enter “=TINV(0.05,B2—1)”. The standard errors
and t values are shown in Figure 6-6.

We now compute the lower and upper limits of the 95%

. . . T S .
confidence intervals using X = t —~. For systolic blood

pressure, the lower limit is “=C2 — (F2*E2)” and the upper
limit is “=C2 + (F2*E2)”. The confidence intervals are shown
in Figure 6-7.

Example 6.3. In Example 4.3 in the textbook, we presented
data on the subset of n = 10 participants, which were summa-
rized in Example 6.2. The data values were presented in Table 4-13
of the textbook and are shown in Table 6-3. The data are entered
into an Excel worksheet and shown in Figure 6-8.

In Chapter 4 of the Excel workbook, we described the Data
Analysis ToolPak and generated summary statistics on con-
tinuous variables using the Descriptive Statistics Analysis Tool.
This tool can be used to generate summary statistics and also
to generate information that can be used to produce a confi-
dence interval. Suppose we wish to generate descriptive statis-
tics on systolic blood pressures (SBP). Using the Data Analysis
ToolPak and selecting the Descriptive Statistics Module pro-
duces the dialog box shown in Figure 6-9.

In the dialog box, we specify the range of the data, we re-
quest that the results be placed in a new worksheet entitled
Descriptives on SBP, and we request summary statistics and
confidence interval information for a 95% confidence level.
In the Confidence Level for Mean input field, any level from
0% to 100% can be specified (typical values are 90%, 95%,
and 99%). The information in the new worksheet Descriptives
on SBP is shown in Figure 6-10.

The information in cell B16 is the margin of error (i.e.,
the product of the t value for 95% confidence and the stan-
dard error). We must now take the margin of error and add
it to and subtract it from the sample mean (point estimate)
to produce the confidence limits. This is done and shown
in Figure 6-11. Notice that the confidence limits shown in
Figure 6-11 are identical to those shown in Figure 6-7.

FIGURE 6-5 Data From Framingham Offspring Subsample
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/FIGURE 6—6 Standard Errors and t Values for Confidence Intervals \
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FIGURE 6-7 Upper and Lower Limits of 95% Confidence Intervals \
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ﬁAB LE 6—3 Subsample of n = 10 Participants Attending the Seventh Examination of the Framingham Offspring Study\

Participant  Systolic Blood Diastolic Blood Total Serum
ID Pressure Pressure Cholesterol Weight (Ib) Height (in) BMI
1 141 76 199 138 63.00 24.4
2 119 64 150 183 69.75 26.4
3 122 62 227 153 65.75 24.9
4 127 81 227 178 70.00 25.5
5 125 70 163 161 70.50 22.8
6 123 72 210 206 70.00 29.6
7 105 81 205 235 72.00 31.9
8 113 63 275 151 60.75 28.8
9 106 67 208 213 69.00 31.5
10 131 77 159 142 61.00 26.8
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3 © New Worlchest ply:
5| 5. Dol L l | O mew workbook [ C
15 | [ statistics: = [
16 | -‘—-W e ) |
7 [ Confidence Level for Mean: | %
18 [CkahLargest: i
el [Jkah smallest: 1
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2
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FIGURE 6-10 Descriptive Statistics on SBP

| 3 |Mean ] ) 121.2|
4 |Standard Error 3504917181
- 5 |Median 1225
| 6 |Maode #NA 1
| 7 |Standard Dewiation 11.0835213|
| B |Sample Variance 122 B444444 e
9 |Kurtosis 0129625435 |
| 10 | Skewness 0.064730195
11 |Range S
12 | Minimum 105
13 | Maximum 141
14 |Sum 1212
| 15 | Count 10]
16 |Confidence Level(®5.0%) 7 928673439
17

)

6.2  CONFIDENCE INTERVALS FOR ONE
SAMPLE, DICHOTOMOUS OUTCOME

In Chapter 6 of the textbook, we presented the following
formula for the confidence interval for a proportion (of a
dichotomous variable) in one sample:

p(1—p)

n

prz (Find z in Table 1B)

When computing the confidence intervals by hand, we com-
puted the sample size and sample proportion and then used
Table 1B in the Appendix of the textbook to find the appro-
priate z value to reflect the desired confidence level. We now use
Excel to compute the sample proportion and to determine the
appropriate z value for the confidence interval.

Example 6.4. In Example 6.4 in the textbook, we analyzed
data on the prevalence of cardiovascular disease (CVD) mea-
sured in men and women at the fifth examination of the
Framingham Offspring Study. The data are shown in Table 6—4.
The data are entered into an Excel worksheet and shown in
Figure 6-12.

In Figure 6-13, we compute the sample proportions with
prevalent CVD by dividing the numbers with prevalent CVD
by the respective totals, and then generate the z values for 95%

FIGURE 6-11 Computing Confidence Limits From Point Estimate\

and Margin of Error

E3 Microsoft Excel - Chapter6

Mean

Standard Error
Median

Made

Standard Dewiation
Sample Variance
Kurtosis
Skewness

Range

Minimum
Maximum

Sum

Count
|Confidence Level(35.0%)

121.2|
3504917181
1225

#A

11.0835213
122.8444444]

-0.129625436

0.064730195 |

36

105|

141

1212

10

7.928673489

Y
6 2[=[a]a]= a5 ]2 3] =[] =[]

|Lower 95% Limit |_113.2713]
|Upper 95% Limit I 12‘3.128?!

e
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ﬁABLE 6-4 Prevalence of CVD in Men and Women \
Attending the Fifth Examination of the Framingham
Offspring Study

Free of CVD Prevalent CVD Total
Men 1548 244 1792
‘Women 1872 135 2007
Total 3420 379 3799

- J

confidence using the NORMSINV function. The sample pro-
portions and z values are shown in Figure 6-13.
In Figure 6-14, we compute the upper and lower limits of

the 95% confidence interval using p*z / ra-p . Notice how

the formula is implemented. For example, th’z lower 95% con-
fidence limit for the total sample is in cell G4 and is computed
as “=E4—F4*SQRT(E4*(1—E4)/D4)”. The upper 95% confi-
dence limit for the total sample is in cell H4 and is computed
as “=F4+F4*SQRT(E4*(1—E4)/D4)”.

6.3 CONFIDENCE INTERVALS FOR TWO
INDEPENDENT SAMPLES, CONTINUOUS OUTCOME

In Chapter 6 of the textbook, we presented the following for-
mulas for confidence intervals for the difference in means of a
continuous variable in two independent samples:

n, = 30 and n, = 30:

n, <30 orn, < 30:

X, -X)*1s, |+ -

) )

(Find t in Table 2,
df =n, +n, — 2)

where

S = (n,—1)s? + (n,—1)s3
P n, +n,—2

When computing the confidence intervals by hand, we
compute the sample sizes, means, and standard deviations in
each sample. We then compute the pooled estimate of the com-
mon standard deviation, S, and use Table 1B or Table 2 in the
Appendix of the textbook to find the appropriate z or ¢ value
to reflect the desired confidence level. We now use Excel to
compute summary statistics and to determine the appropriate
z or t value for the confidence interval. Once all of the requi-
site components are determined, we construct the confidence
interval.

Example 6.5. In Example 6.5 in the textbook, we analyzed
data on n = 3539 participants who attended the seventh ex-
amination of the offspring in the Framingham Heart Study
and compared men and women on the characteristics shown
in Table 6-5.

We use Excel to generate 95% confidence intervals for the

difference in means between men and women. Because the
sample sizes are large, we use the confidence interval formula
with z as opposed to . The data are entered into an Excel work-
sheet as shown in Figure 6-15.

ia'[m Edit sp» lmart Format  Tools Data Window S-PLUS  Help  Adobe PDF

ADEB 0.0 8 F sl

- | ¥4 Reply with Changes..,

End Review. ..

b4 Free of CVD | Prevalent CVD |  Total
| 2 [Men 1,548 | 244 1,792
(3 [Women | 1,872 | 135 2,007
4 [Total 3420 379 3,799
| 5 |
B

4
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/FIGURE 6—13 Sample Proportions and z Values for Confidence \

Intervals

Fomat  Tools Data  Window SPLUS Help Adobs PDF

X IR ) [8] o -l

3 | ¥d Reply with Changes. . E&d Revien..
—

F4 i & =NORMSINV(0.975)

A B | G | D | E e G [ H |
| 1] | Free of CVD | Prevalent CVD | Total - Sample Proportion z |
LMen | 1,5‘_18 | 244 1,792 0.136160714 1.959964 |
| 3 |Women | 1,872 | 135 2,007 0.067264574 1.959964
(4 Total | 3420 | 37 3,799 | 0099763095 | 1959964 ]
5

-

FIGURE 6-14 Upper and Lower Limits of 95% Confidence Intervals

B3 Microsoft Excel - Chapter6
] Fle Edt View Insett Fomat Toos Data Window SPWS Hep  AdobePDF Type a g4
| T ] 't ¥ | =3 APl 100% = J%énrial - 10 «| B
Hi e A =E4+FA*SORTE4(1-E4)/D)
A | B | c [ b | E I F | G | H e
Lower 95% | Tpper 95%

| 1] | Free of CVD | Prevalent CYD Total Sample Proportion Z | Lirut | Lot |

LMen | 1,548 | 244 1,792 0.136160714 1.959964 | 0.120281776| 0.152038653

| 3 [Women | 1872 | 135 2,007 0.067264574 | 1959964 | 0.056306182_0.078222966

iTot&l | 3,420 | 379 3,799 0.099763096 1.959964 | 0.090233449I 0.109292?4?!

| 5 | | |

ﬁABLE 6—5 Summary Statistics on Men and Women Attending the Seventh Examination of the
Framingham Heart Study
Men Women

Characteristic N X s n X s
Systolic blood pressure 1623 128.2 17.5 1911 126.5 20.1
Diastolic blood pressure 1622 75.6 9.8 1910 72.6 15
Total serum cholesterol 1544 192.4 35.2 1766 207.1 36.7
Weight (Ib) 1612 194.0 33.8 1894 157.7 34.6
Height (in) 1545 68.9 2.7 1781 63.4 2.5
Body mass index (BMI) 1545 28.8 4.6 1781 27.6 5.9

St
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FIGURE 6-15 Data for Confidence Intervals for Differences in \

E3 Microsoft Excel - Chapteré

i | MMen Women |
| 2 |Characteristic | n Mean | Std Dev n  Mean | Std Dev |
[ 3 |Systolic Blood Pressure | 1,623 | 1282 | 175 | 1,911 | 1265 | 201
| 4 |Diastolic Blood Pressure | 1,622 756 98 1910 | 726 97
| 5 |Total Serum Cholesterol | 1,544 1924 352 | 1,766 | 2071 | 367
| 6 |Weght | 1.612 194 338 | 1.8M 1577 346
| 7 |[Height | 1,545 689 27 1,781 634 2.5
| 8 |Body Mass Index 1,545 28.8 4.6 1,781 276 59
q

)

First we compute the pooled estimates of the common

—1)si + (m—1)s;
n, + n2—2

standard deviations Sp = \/ Ly and place

these in column H. For systolic blood pressure, the following
is entered into cell H3: “=SQRT(((B3—1)*D3A2 +
(E3—1)*G3A2)/(B3+E3—2))”. We then compute the z scores
for 95% confidence intervals and place these in column I. The
computation is the same for each characteristic—for exam-
ple, in cell I3 we enter “=NORMSINV(0.975)”. The pooled

estimates of the common standard deviations S Y and z values
are shown in Figure 6-16.

We now compute the point estimates for the difference in
means (X, — X,) and the lower and upper limits of the 95%
\/ L+ L The

confidence intervals using (X1 — Xz) *zS,
n n,

confidence intervals are shown in Figure 6-17. The 95% con-
fidence limits are shown in column K and column L for each

characteristic.

/FIGURE 6-16 o and z Values for Confidence Intervals

£ 1 Microsoft Excel - Chapterb
File Edit Miew [nset Fgrmat Tools Dats  S-PLUS  Window Help
_;u _5__m3 _:.|:Pn bAB K00 AR s AL EL % @ A
4ty o Jo it > B3 | Fe Bephewath Changes .. End Rew !
g sam(((aa 1)"DB%2 + (E8-1)"GE"2)/(B8+EB- 2)]
A UBoMEeCFIRDTH TEXHPURINIING| H [ 1 EEH]
[AL] Men Wotnen
Characterishc n Mean Std Dev n Idean Std Dev Sp Z
s
3 |Systolic Blood Pressure 1,623 128.2 17.5 1,511 126.5 201 18.95034789 1.95996398
4 |Diastolic Blood Pressure | 1,622 75.6 9.8 1,910 726 9.7 9.746048084 195996393
| 5 |Total Serum Chelesterol | 1,544 | 1924 | 352 1,766 207.1 36.7 36.008106893| 1.95996394
| 6 |Weight 1,612 194 | 338 1,894 157.7 34.6 34.23451355| 1.95996394
7 |Height 1,545 68.9 | 27 1,781 634 25 2 594818033 1.95996398
EBody Mass Index 1,545 288 | 46 1,781 276 5.9 53356880331 1.95996398
9

-
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/FIGURE 6-17 Upper and Lower Limits of 95% Confidence Intervals

>

%) o p
File Edit View Insert Format Tools Data  S-PLUS  Window Heslp
5. 3_;,;_1__1;‘:7;1;5_‘_1,35-,;, - - X F - 4] 2] Y 100% v_g.guEiAria[ -1 -lB I .U|&E
) #3005 8 | R 5 R |3 By ) | P9 Replywith Changas.. End Review, !
L8 - & =J8HETHE"SQRT((1/88)+(1/E8))
A B | ¢ | D E | F G H | [ J K [ L [ ™
Men Women
Characteristic n Mean Std Dev n Mean Std Dev Sp Z Point | Lower | Upper
Estmate  95% 5%
2, Larout Larmt
E Systolic Blood Pressure 1,622 128.2 17.5 1,911 126.5 20.1 1895034789 1.95996350 1.7 0446256 | 2953744
4 |Diastolic Blood Pressure | 1,622 75.6 9.8 1,910 726 9.7 9 746046084 1 95996396 3 2 355027 | 3644978
5 |Total Serum Cholesterel 1,544 1924 352 1,766 2071 367 3600810893 1.95996338 147  -17.1589 | -12.2411
5 |Weight 1,612 154 338 1,854 1577 346 3423451355 1959996398 363 34.02623 | 38.57377
| 7 |Heght 1,545 68.9 27 1,781 634 2.5 2894818033 195996358 65 5323185 5.676815
| 8 |Body Mass Index 1,545 288 4.6 1,781 27.6 5.9 5.335668033 195996338 1.2 D.B364‘I?I 1.563583 _I
g

/

)

The same approach is used to compute confidence inter-
vals for the difference in means when the sample sizes are small
(i.e., when one or both of the sample sizes are less than 30), ex-
cept that the TINV function is used to compute the appropri-
ate value from the ¢ distribution with degrees of freedom equal
ton, +n, — 2.

6.4  CONFIDENCE INTERVALS FOR MATCHED
SAMPLES, CONTINUOUS OUTCOME

In Chapter 6 of the textbook, we presented the following for-
mulas for confidence intervals for the mean difference of a
continuous variable in two dependent or matched samples.

n = 30: )_(d * ZSTd (Find z in Table 1B)
n

n < 30: )_(ditSTd(FindtinTableZ,dfzn—1)
n

where # is the number of participants or pairs and X sand s,
are the mean and standard deviation of the difference scores
(where differences are computed on each participant or be-
tween members of a matched pair).

We now use Excel to compute summary statistics and to
determine the appropriate z or t value for the confidence in-
terval. Once all of the requisite components are determined, we
construct the confidence interval.

Example 6.6.In Example 6.7 in the textbook, we analyzed
systolic blood pressures measured at the sixth and seventh ex-
aminations of the offspring in the Framingham Heart Study in
a subsample of n = 15 randomly selected participants. The
data are shown in Table 6-6.

We use Excel to compute difference scores, to generate
summary statistics on the difference scores, and to generate a
95% confidence interval for the mean difference in systolic
blood pressures over time. The data are entered into an Excel
worksheet as shown in Figure 6-18. Difference scores are

/TABLE 6—6 Systolic Blood Pressures Measured at\

Examinations 6 and 7
Subject
Identification
Number Examination 6 Examination 7
1 168 141
2 111 119
3 139 122
4 127 127
5 155 125
6 115 123
7 125 113
8 123 106
9 130 131
10 137 142
11 130 131
12 129 135
13 112 119
14 141 130
15 122 121

\&
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Mean Difference
£ Microsoft Excel - Chapteré

oo e

computed for each participant by subtracting the systolic blood

FIGURE 6-18 Data for Confidence Interval for \ pressure measured at Exam 6 from that measured at Exam 7.

We next use the Descriptive Statistics Analysis Tool to gen-
erate descriptive statistics on the differences and we request
the confidence interval information. The specifications for the
analysis are shown in Figure 6-19. In the following, we request
that the results are placed in the current worksheet and we

Wndow  SPUS Helb  Adcbe POF

1 '

(1| ™ [SBPE«@mé
2| = 168
(3] =2 111
(4] 3 139
(5| 4 127
(6] 5 155
| & 115
(8| 7 125
E: 123
(o] 5 | 130
1| 10 137

11 130

12 129

13 112

14 141

15 122

specify the top-left corner of the results table as cell F1. The de-

SBP Exam7 | Difference | _ _ scriptive statistics are shown in Figure 6-20.
3 2 Cell G16 contains the margin of error (i.e., the product of the
122 TR ' f f t value for 95% confidence and the standard error). We now take
27 — the margin of error and add it to and subtract it from the mean
123 8 difference in the sample (the point estimate in cell G3) to produce
L;; :; the confidence limits. This is done and shown in Figure 6-21.
131 1
142 5 6.5 CONFIDENCE INTERVALS FOR TWO
11,; ; INDEPENDENT SAMPLES, DICHOTOMOUS OUTCOME
};g _TI | | In Chapter 6 of the textbook, we presented the following for-

(ET _ | | mula for the confidence interval for a difference in propor-

/ EEEEEE

tions in two independent samples.

W ]

p—by*z pl(l—pl)+P2(1—p2) (Find z in Table 1B)
nl nZ
/FIGU RE 6—-19 Computing a Confidence Interval on the Difference \

Scores

] Microsoft Fxcel - Chapterd

Windor SPUS  Heb  Adobe PDF

AN Ve A ) (Y - R (&

5
Al 8 T c e E | F [ & [ ®H [ 1 | & [ kK ]

1| ID |SBPExam6 | SBP Exam7 | Difference

(2] 1 168 | 141 | @7

(3] 2 1 1 g

(] 3 138 | 122 -17

51 4 127 127 0

B| S 155 125 30

[l : = | 1m2 I input

% ? }]?: t ‘1'; { 189 Input Rangs: d1d1s C
Bl 123 | 106 a7 | e O chins (e
- Oz
— = - : - [#] Labaks m first

1] 10 37| 142 | s e

12| 11 130 131 1 P ootins

(13| 12 126 | 135 6 (S G [ral &=

[14] 13 L Cal iy Liz O New Warkshest Bly: | |

15| 14 4 o130 =1 O New Werkbock

6| 15 122 | 121 ] -1 ]y

17 :

g1 T T [#] Confidence Level for Mean: 95 _°‘°

Kl [ kth Largest: !

| 20 | [ 1 Smatest: ]

21

| 22 |

o
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FIGURE 6—20 Descriptive Statistics on Difference Scores

ndow  SHLUS bl Adobe POF

9.0 18 3.

imlm :_@! i Arial

A C Dl e F | G [ H |

L e SBEP Exam 6 | SBP Exam7 | Difference Difference

bl o1 b e 141 27| | _
3| 2 111 119 8 | |Mean -5, 266666667 |
4| 3 139 122 -17 | |Standard Error 3.307231135)
5| 4 127 127 0 | |Median 0
6| 5 155 125 30 | Mode |
[ 7 | 6 115 123 8 | | Standard Deviation 12.80885111)
B O 7 125 113 -12 | |Sample Variance 164.0665567 |
o | 8 123 106 Wi Kurtasis 0689557795
10| & 130 131 1 | |Skewness -0.75990141
(11| 10 137 142 5 | \Range 38
12| 11 130 131 1 | |Minimum -30/
13| 12 128 135 6 | \Maximurm 8|
(14| 13 112 119 7 | |Sum 79|
15| 14 141 130 Mal Count _ 15
(16 15 122 121 -1 | Confidence Level(95.0%) 7.093305289 |
17

Confidence Intervals for Two Independent Samples, DichotdrH+HHH||ch|+ lIID

E3 Microsoft Excel - Chapter6

FIGURE 6-21 Upper and Lower Limits of 95% Confidence Interval

Type a question for hel

| 1007 :minrial 210 2| B =Fe
| | [EE [ G [ H] [ | K
1 ID SEP Exam 6 | SEP Exam 7 | Difference | Difference
(2] 1 168 141 27 _ .
3| 2 111 119 8 Mean -5.266666667 |
(4| 3 139 122 -17 |Standard Error 3307231135
5| 4 127 127 0 Median 0l
6| 5 155 125 -30 Mode 8
(7| 6 115 123 8 Standard Deviation 12.80885111]
8| 7 125 113 -12 Sample Variance 164.0666667 |
9| 8 123 106 -17 Kurtosis -0.689557795 |
10| 9 130 131 1 |Skewness -0.75990141 |
[11] 10 137 142 5 'Range 38/
[12]. 1 130 131 1 Minimurm -0/
13| 12 128 135 6 Maximum =)
(14| 13 112 119 7 Sum 79 | |
(15| 14 141 130 -11 Count | 15| \Lower 95% Limit | -12.36
|16 15 122 121 -1 Confidence Level(35.0%) 7.093305285 |Upper 95% Limit | 185268639
17

/

© Jones & Bartlett Learning, LLC. NOT FOR SALE OR DISTRIBUTION.

75



e S p—

When computing the confidence intervals by hand, we com-
puted the sample sizes and sample proportions, and then
used Table 1B in the Appendix of the textbook to find the
appropriate z value to reflect the desired confidence level.
We now use Excel to compute the sample proportions and
to determine the appropriate z value for the confidence
interval.

Example 6.7. In Example 6.4 of the Excel workbook, we
analyzed data on the prevalence of cardiovascular disease
(CVD) measured in men and women at the fifth examination
of the Framingham Offspring Study. The data are shown in
Table 6-4. The data are entered into an Excel worksheet and
shown in Figure 6-22.

In Figure 6-23, we compute the sample proportions
with prevalent CVD by dividing the numbers with prevalent
CVD by the respective totals. We then compute the point es-
timate as the difference in sample proportions and generate
the z value for 95% confidence using the NORMSINV

function.

In Figure 6-24, we compute the upper and lower
limits of the 95% confidence interval using p,—p,* z

f)l(l_i)l) +i72(1_f)2)
nl nZ

(see the formula for the upper limit in the formula bar).

Excel can be used to generate confidence intervals for rela-

tive risks and odds ratios using a similar approach. The exact

. Notice how the formula is implemented

FIGURE 6-22 Data for Confidence Interval for Difference in \

Proportions

E3 Microsoft Excel - Chapter6
(2] He Gt Vew Insert Format Jooks

20900 x 0 A

EEES

F |
Free of CVD = Prevalent CWD |  Total
Men 1,548 | 244 1,792
Women 1872 135 2,007

FIGURE 6-23 Sample Proportions, Difference in Proportions, and z Value for \

Confidence Interval

E3 Microsoft Excel - Chapter6

|1 ] | Free of CVD | Prevalent CYD | Tatal Proportion

(2 Men | 1548 | 244 1,792 0.136160714

(3 [Women | 1872 | 135 2,007 0.067264574
4

E Diffarence in Prnpuninns: 0.06889614

&S]  id 1.959963985
7
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/FIGURE 6-24 Upper and Lower Limits of 95% Confidence Interval

I AT

\

) ‘2..-|:a 31 !:iJ X'# Reply yith Chonges,,, End R_cvi&w..._!

ﬁ =E5+E6*SART(([E2"(1-E2)/D2) + (E37{1-E3YD3I))

] E] [ c [ D E 5 - Euin G
| 1] Free of CvD | Prevalent CvD Tatal Propaottion
LMen 1,548 244 1,792 0.136160714
iWomen 1,872 135 2,007 0.067264574

4
E :Diﬁerence in Proportions 0.068829614
| B | Z 1.9599630985
| 7| .
| 8 | Lower 95% Limit 0.049602954
=4 Upper 95% Limit I 0.088189327 _l
10

-

J

formulas for these confidence intervals can be found in
Chapter 6 of the textbook.

PRACTICE PROBLEMS

1. A studyis run to estimate the mean total cholesterol
level in children 2 to 6 years of age. A sample of 9
participants is selected and their total cholesterol lev-

6.6

els are measured as follows:

185 225 240 196 175 180 194 147 223
Generate a 95% confidence interval for the true mean
total cholesterol levels in children.

A clinical trial is planned to compare an experi-
mental medication designed to lower blood pres-
sure to a placebo. Before starting the trial, a pilot
study is conducted involving 10 participants. The
objective of the study is to assess how systolic blood
pressure changes untreated over time. Systolic
blood pressures are measured at baseline and again
4 weeks later. Compute a 95% confidence interval

for the mean difference in blood pressures over

4 weeks.
Baseline: 120 145 130 160 152 143 126 121 115 135
4 Weeks: 122 142 135158 155 140 130 120 124 130

3. After the pilot study described in Problem 2, the main
trial is conducted and involves a total of 200 patients.
Patients are enrolled and randomized to receive either
the experimental medication or the placebo. The data
shown in Table 67 are data collected at the end of the
study after 6 weeks on the assigned treatment. Generate
a 95% confidence interval for the difference in pro-
portions of patients with hypertension between
groups.

The following data were collected as part of a study
of coffee consumption among male and female
undergraduate students. The following reflect cups
per day consumed:

Male: 3 4 6 8 2 1 0 2
Female: 5d MOTIFOR SALE OB DI
ﬁABLE 6-—7 Data for Problem 3 \
Experimental Placebo
(n=100) (n=100)
% Hypertensive 14% 22%

o
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Generate a 95% confidence interval for the difference
in mean numbers of cups of coffee consumed be- TABLE 6-8 Data for Problem 5

tween men and women.

5. A clinical trial is conducted comparing a new pain

i P hriti Jacebo. Partici Pain Relief No Pain Relief
reliever for arthritis to a placebo. Participants are ran- .

! . P h b 0 New medication 44 76
domly assigned to receive the new medication or a Placebo 1 99

placebo. The outcome is pain relief within 30 min-

utes. The data are shown in Table 6-8.

a. Generate a 95% confidence interval for the pro-
portion of patients on the new medication who
report pain relief.

b. Generate a 95% confidence interval for the differ-

ence in proportions of patients who report pain
relief.
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In Chapter 7 of the textbook, we presented the approach for hy-
pothesis testing for means () and proportions (p) in one sam-
ple, for differences in means (u,—u,) and differences in
proportions (p, —p,) in two independent samples, for the mean
difference in two dependent samples (u;), and for differences
in means and proportions in more than two independent sam-
ples. For each test we used the same general five-step approach,
which is outlined below:

+ Step 1: Setup hypotheses (H, and H,) and select a level
of significance, .

+ Step 2: Choose the appropriate test statistic (e.g., z, t, F,
X

+ Step 3: Determine critical values and set up the deci-
sion rule (which depends on «;, the test statistic,
and whether the test is upper-, lower-, or two-
tailed).

+ Step 4: Compute the test statistic based on observed
sample data.

+ Step 5: Draw a conclusion by comparing the test
statistic to the critical value.

The test statistic (Step 2) varies depending on the specific test.
When we conducted tests of hypothesis by hand in Chapter 7
of the textbook, we ultimately drew a conclusion by compar-
ing the test statistic to the critical value, which was derived
from an appropriate probability distribution. There is an
alternative means of drawing a conclusion, and it involves
comparing the p-value of a test (defined as the exact signifi-
cance level) to the selected level of significance, a. The p-value
is the probability of observing a test statistic as or more extreme
than that observed, and it can be one-sided or two-sided. For

oY —

example, suppose we conduct an upper-tailed test for the
population mean (i.e., H;: u > ) and observe a test statistic
z=2.04. The p-value is P(z = 2.04). If we conduct a two-sided
test for the population mean (i.e., H;: u # p,)) and observe a
test statistic z = 2.04, the p-value is P(z = 2.04) + P(z = —2.04)
= 2 X P(z= 2.04). We use Microsoft Office® Excel® to com-
pute the test statistics for each test and to compute p-values for
each test to draw conclusions based on the following:

Reject Hyif p = av.

p-values for tests involving z statistics are computed with the
NORMSDIST function, and p-values for tests involving ¢ sta-
tistics are computed with the TDIST function.

To compute p-values for tests involving a z statistic, we
use the NORMSDIST function: “=NORMSDIST(z)”. To use
the NORMSDIST function, we specify the value of the test sta-
tistic, z. The function returns the area under the standard nor-
mal curve below z. To use the NORMSDIST function to
compute p-values, we make the following modifications:

One-sided z test = “1 —NORMSDIST(ABS(z))”

Two-sided z test = “2*(1—=NORMSDIST(ABS(z)))”

The ABS function takes the absolute value of the test statistic.
By using the ABS function, we can use the preceding one-sided
formula for both upper- and lower-tailed tests.

To compute p-values for tests involving ¢ statistics, we use
the TDIST function: “=TDIST (¢, df, test type)”. To use the
TDIST function, we specify the test statistic ¢, the degrees of
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freedom (e.g., for a one-sample test of means, df = n — 1),
and then the test type. The test type indicates whether the test
is one- or two-tailed (i.e., test type = 1 for upper- or lower-
tailed tests and test type = 2 for two-tailed tests). The func-
tion returns the area in the ¢ distribution in one or two tails
(depending on the test type). The TDIST function is used as
follows to compute p-values:

One-sided ¢ test = “TDIST(ABS(¢), df, 1)”
Two-sided ¢ test = “TDIST(ABS(#), df, 2)”

Again, the ABS function is used to take the absolute value of the
test statistic.

7.1  TESTS WITH ONE SAMPLE, CONTINUOUS
OUTCOME

For a one-sample test of a hypothesis with a continuous out-
come, the hypotheses are as follows:

Hyp =
Hi:p>pyp Hpp <pg orHp:p # w,

where u is the mean of the population of interest and u is a
known mean (e.g., an historical control).

In Chapter 7 of the textbook, we presented the following
formulas for test statistics:

X —

n=30: z= Ho (Find critical value in Table 1C)
s/ \/;

n<30 t= Bo  (Find critical value in Table 2,
s//n

df=n-—1)

When performing the test of hypothesis by hand, we com-
pute the sample size, the mean and standard deviation, and
then the test statistic. We use Table 1C or Table 2 in the
Appendix of the textbook to find the appropriate critical val-
ues of z or t and compare the test statistic to the critical value
to draw a conclusion. Excel does not have a specific analysis
tool for a one-sample test of means. However, Excel can be
used to compute the test statistic and the p-value to draw a
conclusion.

Example 7.1. In Example 7.1 in the textbook, we analyzed
data on expenditures on health care and prescription drugs. We
specifically analyzed whether there was significant evidence of
areduction in expenditures from the reported value of $3302
per year. To test the hypothesis, a sample of 100 Americans

were selected and their expenditures on health care and
prescription drugs in 2005 were summarized as follows: X =
$3190 and s = $890. We now run the test using Excel.

The hypotheses are:

H: p= 3302
Hp: p <3302
a =0.05

Because the sample size is large (n > 30), the appropriate test
statistic is z = X .
s/In

We use Excel to compute the test statistic and the p-value.
The data are entered into an Excel worksheet, as shown in
Figure 7-1. We now compute the test statistic, z, and place it
in cell B8. The formula is “=(B3—B6)/(B4/SQRT(B2))”. The
p-value is computed with the NORMSDIST function.
Because this is a lower-tailed test, we use “=1—NORMS-
DIST(ABS(z))”. The test statistic and p-value are shown in
Figure 7-2.

We do not reject H because p = 0.1041 > a = 0.05. We do
not have significant evidence to show that there is a reduction in
expenditures from the reported value of $3302 per year. (Recall
that when this test was done by hand, we compared the test sta-
tistic z = —1.26 to the critical value from the standard normal dis-
tribution and did not reject H;, because —1.26 > —1.645).

FIGURE 7-1 Data for One-Sample Test of Means \
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FIGURE 7-2 Test Statistic and p-Value \
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Example 7.2. In Example 7.2 in the textbook, we tested
whether the mean total cholesterol level in the Framingham
Offspring Study was different from the national mean value of
203. The following statistics on total cholesterol levels of par-
ticipants in the Framingham Offspring Study were available:
n = 3310, X = 200.3, and s = 36.8. Here we use Excel to test
if there is statistical evidence of a difference in mean cholesterol
level in the Framingham offspring as compared to the national
mean of 203.

The hypotheses are as follows:

Hy: p = 203
H:p # 203

a = 0.05.

Because the sample size is large (n > 30), the appropriate test
X - Ho
s/ \/1; '

We use Excel to compute the test statistic and the p-value.
The data are entered into an Excel worksheet, as shown in
Figure 7-3. We now compute the test statistic, z, and place it in
cell B8. The formula is “=(B3—B6)/(B4/SQRT(B2))”. The two-
sided p-value is computed with the NORMSDIST function
using “=2*(1—NORMSDIST(ABS(z)))”. The test statistic and
p-value are shown in Figure 7—4.

statistic is z =

Tests with One Sample, ContithcisHHH\LH% l:lli 81

FIGURE 7-3 Data for One-Sample Test of \
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We reject H, because p = 0.00002 < a = 0.05. (Note
that the p-value is given as 2.43E—05, which is equivalent to
2.43 X 107> = 0.0000243.) We have significant evidence to
show that the mean total cholesterol level in the Framingham
offspring is different from the national value of 203. (Recall
that when this test was done by hand, we compared the test sta-
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tistic z = —4.22 to the critical value from the standard normal
distribution and rejected H because —4.22 <—1.96.)

7.2 TESTS WITH ONE SAMPLE, DICHOTOMOUS
OUTCOME

For a one-sample test of hypothesis with a dichotomous out-
come, the hypotheses are as follows:

Ho:p = py

Hi:p>py, Hi:p<pp orH:p #p,
where p is the proportion of successes in the population
of interest and p,, is a known proportion (e.g., an historical
control).

In Chapter 7 of the textbook, we presented the following
test statistic:

p 4 (Flnd critical value in Table 1C)
\/Po(1=1),

When performing this test of hypothesis by hand, we compute
the sample size and sample proportion, and then the test sta-
tistic. We use Table 1C in the Appendix of the textbook to find
the appropriate critical value of z and compare the test statis-
tic to the critical value to draw a conclusion. We now use Excel
to conduct the test of hypothesis.

Example 7.3. In Example 7.4 in the textbook, we tested
whether the prevalence of smoking in the Framingham
Offspring Study was lower than the prevalence of smoking
among American adults, reported as 21.1%. In the
Framingham Offspring Study, 482 of 3536 (13.6%) of the re-
spondents were currently smoking at the time of the exam.

The hypotheses are as follows:

Hy:p = 0.211
H;:p <0.211
a = 0.05.

P—py
po(l _pO)/n )

The appropriate test statistic is z =

We use Excel to compute the test statistic and the p-value.
The data are entered into an Excel worksheet, as shown in
Figure 7-5. The sample proportion is shown in cell B4 and is
computed by dividing the number of smokers in the sample by
the sample size (i.e., B3 / B2).

FIGURE 7-5 Data for One-Sample Test \
of Proportions
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FIGURE 7-6 Test Statistic and p-Value
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We now compute the test statistic, z, and place it in cell B8.
The formula is “=(B4—B6)/(SQRT(B6*(1—B6)/B2))”. The
one-sided p-value is computed with the NORMSDIST func-
tion using “=1—NORMSDIST(ABS(z))”. The test statistic and
p-value are shown in Figure 7-6.

In this test, the test statistic is z = —10.89 and we reject H,
because p = 0 < a = 0.05. We have statistically significant ev-
idence to show that the prevalence of smoking in the
Framingham offspring is lower than the prevalence of smok-
ing among American adults reported at 21.1%.
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7.3  TESTS WITH ONE SAMPLE, CATEGORICAL
AND ORDINAL OUTCOMES: THE CHI-SQUARE
GOODNESS-OF-FIT TEST

For a x? goodness-of-fit test, the hypotheses are as follows:

Hy: Py = P1p P2 = Pagp > Pk = Pro
Hy: Hyis false

where the p; are in the population proportions of successes in
each response category in the population and the p;, are the
known proportions in each response category.

In Chapter 7 of the textbook, we presented the following
formula for the test statistic:

Y {@sBPnin . ( .
X = ZT (Find critical value in Table 3, df = k — 1)

where O = observed frequency and E = expected frequency in
each of the response categories and k = the number of re-
sponse options.

When performing the goodness-of-fit test by hand, we
compute the expected frequencies for each category and then
compute the test statistic. We then use Table 3 in the Appendix
of the textbook to find the appropriate critical value from the
x? distribution and compare the test statistic to the critical
value to draw a conclusion.

Excel does not have a specific analysis tool to perform the
X? goodness-of-fit test. However, it does have a CHIDIST func-
tion, which can be used to produce p-values. The CHIDIST
function is used as “=CHIDIST(x?, df)”. To use the CHIDIST
function, we specify the test statistic, x%, and the degrees of
freedom, df. For the X goodness-of-fit test, df = k — 1, where
k represents the number of response categories. The CHIDIST
function returns the area in the right tail of the distribution,
which is the p-value for the y? goodness-of-fit test. We now use
Excel to conduct a goodness-of-fit test.

Example 7.4. In Example 7.6 of the textbook, we analyzed
a university’s survey of its graduates, in which demographic
and health information were collected for future planning pur-
poses. In response to a question on regular exercise, 60% of
all graduates reported getting no regular exercise, 25% reported
exercising sporadically, and 15% reported exercising regularly
as undergraduates. The next year, the university launched a
health-promotion campaign on campus in an attempt to in-
crease healthy behaviors among undergraduates and conducted
another survey that was completed by 470 graduates. The data
shown in Table 7—1 were collected. Based on the data, is there
evidence of a shift in the distribution of responses to the

ﬁABLE 7-1 Data from University Survey \

No Regular  Sporadic  Regular
Exercise Exercise Exercise  Total

Number of
students 255 125 90 470

- J

exercise question following the implementation of the health-
promotion campaign on campus?
The hypotheses are as follows:

Hy: p, = 0.60, p, = 0.25, p, = 0.15, or equivalently
H,: Distribution of responses is 0.60, 0.25, 0.15

H,: H, is false
a =0.05

_p)2
The appropriate test statistic is x> = Z%

Recall that the expected frequencies (E) are computed
based on the assumption that H ) is true. The data for the test
are entered into an Excel worksheet, as shown in Figure 7-7.
The sample data (i.e., the numbers of students in each response
category) are the observed frequencies. The total sample size
is computed using the SUM function and is shown in cell Bé.

FIGURE 7-7 Data for Chi-Square Goodness-of-Fit Test\

Bl Microsoft Excel - Chapter?
@&mmmwmmwmmmmm

ERNT = R = (N AR RTINS 1 2
£ 2y 5 S SN | ¥ Reply with Changes..,. End Review,

B =SUM(B2:B4)
A | B | ¢ | o | E

| 1 |Reponse Option Number of Students (O)
| 2 |No regular exercise 255
3 _|Sporadic exercise 125
I Regular exercise | 20
5
B [N 470 1
|7 |
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We compute the expected frequencies by multiplying the
hypothesized or expected proportions in each response
category (from H;) by the total sample size. The expected
proportions are first entered into the Excel worksheet in col-
umn C. We then multiply the expected proportions in col-
umn C by the sample size to produce the expected
frequencies. For example, the expected frequency in cell D2
is computed using “=C2*$B$6”. (Notice that we use the ab-
solute cell address for the total sample size so that the same
value is used to compute each expected frequency.) The ex-

pected proportions and expected frequencies are shown in
Figure 7-8.

We now compute (O — E)?/ E in each response category
and sum to produce the x? statistic. The x? test statistic is
shown in cell E6. The p-value is computed with the CHIDIST
function using “=CHIDIST(E6,2)”, where “2” reflects the de-
grees of freedom (df = k — 1 = 3 — 1 = 2). The test statistic
and p-value are shown in Figure 7-9.

In this test, the test statistic is y2 = 8.46 and we reject H)
because p = 0.0146 < a =0.05. We have statistically significant

FIGURE 7-8 Expected Frequencies

EZ Microsoft Excel - Chapter7

~

'.mmmwzﬁsmmwmmwpw

[ - -J&z - !z! ﬁi[_bm% :_Q!inrid

: | Yo Rl with ( Enaﬁgas End Revigw..

B R =catsess
A |

| c I 1] | s NOFr £

B
Number of Students (O)

Reponse Option Expected Proportion  Expected Frequency (E)
Mo regular exercise 255 06 282

Sporadic exercise 125 0.25 117.5

Regular exercise 90 0.15 | 70.5 1

N 470

o |~iloo|onf ol =

/

FIGURE 7-9 Test Statistic and p-Value

B3 Microsoft Excel - Chapter7
Yol G yew Inert Foma

e TR E S 31
S EL A& a 'dd nj’ ¥4 Reply withi Changes., EndRevien. !

NU1

.

- _M : Arial -

124 - A
A [ B [ c [ D I E | F | @

| 1 |Reponse Option Number of Students (O) | Expected Proportion |Expected Frequency (E)| (C-Ey2/E
| 2 |Mo regular exercise 285 06 252 | 258510638
| 3 |Sporadic exercise 125 0.25 117.5 | 04787234
| 4 |Regular exercise ad | 0.15 705 | 5.39361702 |

5
| 6 |N 470 Chi-square statistic | 8.45744681
| 7] P-value | 0.01457038)
| 8 |

9

-

© Jones & Bartlett Learning, LLC. NOT FOR SALE OR DISTRIBUTION.



evidence to show that the distribution of responses is not 0.60,
0.25,0.15.

7.4  TESTS WITH TWO INDEPENDENT
SAMPLES, CONTINUOUS OUTCOME

For a two-independent-samples test of hypothesis with a con-
tinuous outcome, the hypotheses are as follows:

Hyipy = 1y
Hppg>py Hippy<py, orHpjp, # u,

where @, and w, are the means of the two independent pop-
ulations of interest.

In Chapter 7 of the textbook, we presented the following
formulas for test statistics:
Xl — Xz

n,=30andn, =30: z=
1/n+ 1/n,

(Find critical value of z in Table 1C)

n, <30 orn, <30: t=
1/n+ 1/n,

(Find critical value of ¢ in Table 2, df =

where S, = \/ (m~

When performing tests of hypothesis by hand, we com-
pute the sample sizes, means, and standard deviations in each
sample. We then compute the pooled estimate of the common
standard deviation, S 1 and the test statistic. We then use Table
1C or Table 2 in the Appendix of the textbook to find the ap-
propriate critical values of z or t and compare the test statistic

n+n, —2)

)s? + (= 1)s3
n, + n2—2

to the critical value to draw a conclusion. We now use Excel to
conduct the test of hypothesis.

Example 7.5. A clinical trial is run to compare an experi-
mental drug to a placebo for its effectiveness in lowering systolic
blood pressure. A total of 18 participants are enrolled in the
study and randomly assigned to receive either the experimen-
tal drug or placebo. After 6 weeks on the assigned treatment,
each patient’s systolic blood pressure is measured and the data
are shown here:

Experimental drug 125 130 135 121 140 137 129 145 115

Placebo 145 140 132 129 145 150 160 140 120

Tests with Two Independent Samples, ContimH‘#HHH'l‘H‘HHﬁm

Is there statistical evidence of a difference in mean systolic
blood pressures between treatments? We now run the test using
Excel.

The hypotheses are:

Hy =y
Hpp, # p,
a = 0.05

Because the sample sizes are small (both #, < 30 and 1, < 30),
)_(1 - )_(2
1/n,+ 1/n,
an analysis tool to perform a two-independent-samples test of
means in its Data Analysis ToolPak. We first enter the data into
an Excel worksheet, as shown in Figure 7-10.
Under the Tools/Data Analysis option, we choose the
t Test: Two-Sample Assuming Equal Variances analysis tool,
as shown in Figure 7-11. Excel offers other options to per-
form a two-independent-samples test for the equality of
means that do not assume that the variances are equal and
thus would not involve S . In Chapter 7 of the textbook, we
presented guidelines for using the formulas that assume equal
variances. Once we click OK, Excel presents the dialog box
shown in Figure 7-12.

the appropriate test statistic is ¢ = . Excel has

/FIGURE 7-10 Data for Two-Independent- \

Samples Test for Difference in Means
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E3 Microsoft Excel - Chapter7

FIGURE 7-13 Results of Two-Independent-Samples Test for Difference in Means \
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In the dialog box, we specify the range of the data for each
group. The data for variable 1 (experimental drug) is in cell Al
through cell A10 and the data for variable 2 (placebo) is in cell
B1 through cell B10. Because we included the first row of la-
bels (Al and B1), we click the Labels box. We then specify the
difference in means in the Hypothesized Mean Differences
input field. For most situations, the difference is zero. We then
specify the level of significance, « = 0.05, and specify a loca-
tion for the results. Finally, we request that Excel place the re-
sults in the current worksheet and we specify the top-left corner
of the results table as E1. The results are shown in Figure 7-13.

The mean systolic blood pressure for patients on the ex-
perimental drug is 130.8 as compared to 140.1 for patients on
the placebo. The estimate of the pooled variance is S;I 116.3,
and the test statistic is t = —1.84. The two-sided p-value is
0.085, and thus we do not have significant evidence to show
that there is a difference in mean blood pressures between
treatments because p = 0.085 > a = 0.05.

For two-independent-samples tests of means, as long as
the variances are assumed to be equal, the t Test: Two Sample
Assuming Equal Variances analysis tool can be used, regard-
less of the sample sizes (1, and n,). If the sample sizes are large,
Excel makes the appropriate adjustments for larger samples
(essentially, uses a z statistic) and produces an appropriate test
statistic and p-value. The test statistic is always labeled ¢, even
for large samples.

7.5  TESTS WITH MATCHED SAMPLES,
CONTINUOUS OUTCOME

For a two-dependent-samples test of hypothesis with a con-
tinuous outcome, the hypotheses are as follows:

Hyp,; =0
Hi:p; >0, Hipy; <0, orHi:pn; #0

where u; is the mean difference of the two dependent,
matched, or paired populations.

In Chapter 7 of the textbook, we presented the following
formulas for test statistics:

X, —
n=30: z= d—\/'_ld (Find critical value of z in
SalNn Table 1C)
X, —
n<30: t= 4 Ha (Find critical value of ¢ in

- sd/\/;

Table 2, df =n — 1)

To perform the test of hypothesis by hand, we first compute
difference scores, and then the sample size and mean and stan-
dard deviation of the difference scores in the sample. We then
compute the test statistic and determine the appropriate critical
values of z or t from Table 1C or Table 2 in the Appendix of the
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HAB LE 7-2 Data from Cholesterol Study \
Subject Identification Number Baseline 6 Weeks
1 215 205
2 190 156
3 230 190
4 220 180
5 214 201
6 240 227
7 210 197
8 193 173
9 210 204
10 230 217
11 180 142
12 260 262
13 210 207
14 190 184
15 200 193

- J

textbook, and compare the test statistic to the critical value to
draw a conclusion.

Excel has a procedure to perform a two-dependent-
samples test of means in its Data Analysis ToolPak called the
t Test: Paired Two Sample for Means. We use this procedure
to perform the test.

FIGURE 7-14 Data for Test of Mean \

Difference

B Microsoft Excel - Chapter?

A g & [ D E
| 1] i} Baselne 6 Weeks
(2] 1 215 205
A 2 150 156

1 3 230 190
T 4 0 180
T 5 214 201
A 3 240 227
(& | 7 210 197
(g 8 193 173
10| 9 210 204
1] 10 230 217
12 1 180 142

3] 12 260 262

14 13 210 207

15 14 190 184

16 15 200 193

17

)

Example 7.6. In Example 7.11 of the textbook, we evalu-
ated the efficacy of a new drug for lowering cholesterol. Fifteen
patients had a pretreatment or baseline total cholesterol level
measured, and then after taking the drug for 6 weeks, each
patient’s total cholesterol level was measured again. The data
are shown in Table 7-2.

The hypotheses are as follows:

Hyp; =0
Hi:p; >0
a = 0.05

Because the sample size is small, the appropriate test statistic is
_ X, — Hy
sq! \/; '

We first enter the data into an Excel worksheet, as shown
in Figure 7-14. Under the Tools/Data Analysis option, we
choose the t Test: Paired Two-Sample For Means analysis tool
as shown in Figure 7-15. Once we click OK, Excel presents the
dialog box shown in Figure 7-16.

In the dialog box, we specify the range of the data for each
measurement. The first measurement on each participant

t

(variable 1) is the baseline measurement, and these values are
in cell B1 through cell B16. The second measurement on each
participant (variable 2) is the measurement taken at 6 weeks
and these values are in cell C1 through cell C16. Because we
included the first row of labels (B1 and C1), we click the Labels
box. We then specify the difference in means in the
Hypothesized Mean Differences input field. For most situa-
tions, the mean difference is zero. We then specify the level of
significance, @ = 0.05, and specify a location for the results. In
Figure 7-16, we specify the top-left corner of the results table
as E1. The results are shown in Figure 7-17.

The mean cholesterol level at baseline is 212.8 and the
mean cholesterol level at 6 weeks is 195.9. The two-dependent-
samples test is based on difference scores (see Chapter 7 of
the textbook for details). The test statistic is t = 4.63 and the
one-sided p-value is 0.0002. We reject H,, because p = 0.0002 <
a = 0.05. We have statistically significant evidence at « =
0.05 to show that there is a reduction in cholesterol levels over
6 weeks. Notice that Excel does not produce summary statis-
tics on the difference scores (i.e., Xd’ s d). However, these values
are used in the computation of the test statistic.

7.6  TESTS WITH TWO INDEPENDENT
SAMPLES, DICHOTOMOUS OUTCOME

For a two-independent-samples test of a hypothesis with a
dichotomous outcome, the hypotheses are as follows:
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FIGURE 7-17 Results of Test for Mean Difference
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Hy:py=p, trial and were randomly assigned to receive either the new pain

reliever or the standard pain reliever following surgery, and

Hypy >pyp Hyipy <pp orHip, #p, were blind to the treatment assignment. Before receiving the as-

where p, and p, are the proportions of successes in the two
populations of interest.
In Chapter 7 of the textbook, we presented the following

test statistic:

Pl Pz
\/pl(l—p)(l/nl+1/n2)

(Find critical value of z
in Table 1C)

where p, is the proportion of successes in sample 1, p, is the

proportion of successes in sample 2, and p is the proportion of
X, + X,

successes in the pooled sample, p = . Excel does not

m+1m,
have a specific analysis tool to perform this test. We instead
use Excel to compute the z statistic and the p-value.

Example 7.7. In Example 7.13 of the textbook, we ana-
lyzed data from a randomized trial designed to evaluate the
effectiveness of a newly developed pain reliever as compared to
a standard pain relievers in reducing pain in patients follow-
ing joint replacement surgery. A total of 100 patients under-
going joint replacement surgery agreed to participate in the

signed treatment, patients were asked to rate their pain on a
scale of 0 to 10, with higher scores indicative of more pain.
Each patient was then given the assigned treatment and after
30 minutes was again asked to rate their pain on the same scale.
The primary outcome was a reduction in pain of 3 or more
scale points (defined by clinicians as a clinically meaningful
reduction). The data in Table 7-3 were observed in the trial.

We use Excel to test whether there is a statistically signif-
icant difference in the proportions of patients reporting a
meaningful reduction (i.e., a reduction of 3 or more scale
points). The hypotheses are as follows:

>

AABLE 7-3 Data from Clinical Trial

Reduction of 3 + Points

Treatment Group n Number Proportion
New pain reliever 50 23 0.46
Standard pain reliever 50 11 0.22

J
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Hypy=p,
Hpi:p, #p,
a =0.05
131 — i’z )
\/131(1_13)(1/”1 +1/m,)

The appropriate test statistic is z =

We now use Excel to compute the test statistic and the
p-value. The data are entered into an Excel worksheet, as shown
in Figure 7-18. The sample proportions are computed by di-

viding the numbers of successes (column C) by the sample
sizes (column B) in each group.

Before computing the test statistic, z, we need to com-
pute the overall proportion. This is placed in cell D5 and is
computed as “=(C2+C3)/(B2+B3)”. We next compute the
test statistic, z, and place it in cell D7. The formula is
“=(D2—D3)/SQRT(D5*(1—D5)*(1/B2+1/B3))”. The overall
proportion and z statistic are shown in Figure 7-19. The last step
involves computing the two-sided p-value using the NORMS-
DIST function as “=2*(1— NORMSDIST(ABS(z)))”. The p-
value is shown in Figure 7-20.

FIGURE 7-18 Data for Two-Independent-Samples Test \
for Difference in Proportions

B ;

Treatment = N | Successes | Proporions
Mew 50 23 0.46
Standard 50 11 0.22

B C D |E

| 1 | Treatment | N Successes  Proportions
2] New | 50 | 23 0.46
| 3 | Standard 50 | 11 0.22

4 |
5 | Overall P 0.34
| 6 | |
7| | z 2.533201986 1
| 6 | |

) |
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FIGURE 7-20 p-value
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In this test, the test statistic is z = 2.53 and we reject H,
because p = 0.011 < a = 0.05. We have statistically signif-
icant evidence at & = 0.05 to show that there is a difference
in the proportions of patients on the new pain reliever re-
porting a meaningful reduction (i.e., a reduction of 3 or
more scale points) as compared to patients on the standard
pain reliever.

7.7  TESTS WITH MORE THAN TWO
INDEPENDENT SAMPLES, CONTINUOUS
OUTCOME: ANALYSIS OF VARIANCE

In analysis of variance, the hypotheses are as follows:

Hppy = py ==

H,: Means are not all equal

where © J is the mean in the jth group and k is the number of
independent comparison groups.

In Chapter 7 of the textbook, we presented the test statis-
tic for analysis of variance as:

Sni(X; — X)Ak — 1)
P2 SSx - X)uN k)

(Find critical value in Table 4, df, = k — 1,df, = N — k)

HABLE 7-4 Data from Clinical Trial \
Low-Calorie = Low-Fat Low-Carbohydrate  Control
8 2 3 2
4 2
6 3 4 =1l
7 5 2 0
3 1 3 3

- J

where n ;i the sample size in the jth group, )_(] is the sample
mean in the jth group, and X is the overall mean. k represents
the number of independent groups (k > 2), and N represents
the total number of observations in the analysis.

Example 7.8. In Example 7.14 of the textbook, we ana-
lyzed data from a clinical trial comparing four weight-loss
programs. The outcome of interest was weight loss, defined as
the difference in weight at the start of the study (baseline) and
weight at the end of the study (8 weeks), in pounds. A total of
20 patients agreed to participate in the study and were ran-
domly assigned to one of the four diet groups. The data are
shown in Table 7—4.

We use Excel to conduct an ANOVA to test whether there
is a statistically significant difference in the mean weight loss
among the four diets. Excel has an analysis tool to perform an
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analysis of variance in its Data Analysis ToolPak. We first enter
the data into an Excel worksheet, as shown in Figure 7-21. Under
the Tools/Data Analysis option, we choose the ANOVA: Single
Factor analysis tool shown in Figure 7-22. Once we click OK,
Excel presents the dialog box shown in Figure 7-23.

In the dialog box, we specify the range of the data. For
this analysis, we specify the range of cells containing data on
all groups. The data are in cell Al through cell D6. Because we
included the first row of labels (Al through D1), we click the
Labels box. We then specify the level of significance, @ = 0.05,
and a location for the results. In Figure 7-23, we request that
Excel place the results in the current worksheet and we spec-
ify the top-left corner of the results table as G1. The results are
shown in Figure 7-24.

Excel first provides summary statistics on each group.
Specifically, Excel shows the count (n), sum (2X), average ()_( ),
and variance (s?) in each group. Excel then generates an
ANOVA table similar to the one we produced in Chapter 7 of
the textbook when conducting an ANOVA by hand. Excel pro-
vides sums of squares (SS), degrees of freedom (df), mean
squares (MS = SS/ df), and the test statistic, F. Excel also pro-

duces the p-value and the critical value of F for a test with a 5%
level of significance. The p-value is 0.0013, and thus we reject
H,. We have statistically significant evidence at & = 0.05 to
show that there is a difference in mean weight loss among the
four diets.

7.8  TESTS FOR TWO OR MORE INDEPENDENT
SAMPLES, CATEGORICAL AND ORDINAL
OUTCOMES: THE CHI-SQUARE TEST OF
INDEPENDENCE

For a x? test of independence, the hypotheses are:

H,: The distribution of the outcome is
independent of the groups
H,: H, is false

In Chapter 7 of the textbook, we presented the following for the
test statistic:

2=y (O— E)*  [Find critical value in Table 3,
E df=(r—1)(c—1)]
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/FIGURE 7-24 Results of ANOVA
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where O = observed frequency (i.e., sample data), E = expected
frequency in each of the cells of the table, » = the number of rows
in the two-way table, and ¢ = the number of columns in the two-
way table (where r and ¢ correspond to the number of compari-
son groups and the number of response options in the outcome).

When performing the ? test of independence by hand, we
compute the expected frequencies for each cell and then com-
pute the test statistic. We then use Table 3 in the Appendix of
the textbook to find the appropriate critical value from the x?
distribution and compare the test statistic to the critical value
to draw a conclusion.

Excel does not have a specific analysis tool to perform the
x> test of independence. We will use the CHIDIST function to
produce p-values. We used this function for the y*> goodness-
of-fit test as “=CHIDIST(x?, df)”.

Again, to use the CHIDIST function we specify the test
statistic, 2, and the degrees of freedom, df. For the y? test of
independence, df = (r — 1) X (¢ — 1). The CHIDIST function
returns the area in the right tail of the distribution, which is the
p-value for the x? test of independence. We now use Excel to
conduct a test of independence.

Example 7.9. In Example 7.4 of the Excel workbook, we
examined data from a survey of university graduates that
assessed, among other things, how frequently students exer-
cised. Here we want to test whether there is a relationship be-

/1A )

BLE 7-5 Data from University Survey

No Regular Sporadic Regular

Exercise Exercise Exercise Total
Dormitory 32 30 28 90
On-campus apartment 74 64 42 180
Off-campus apartment 110 25 15 150
At home 39 6 5 50
Total 255 125 90 470

- J

tween exercise and students’ living arrangements. The data
are shown in Table 7-5.
The hypotheses are as follows:

H,;: Living arrangement and exercise are independent
H,: H, is false
a =0.05

O—E)?
The appropriate test statistic is x> = z% .
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FIGURE 7-25 Data for Chi-Square Test of Independence \
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FIGURE 7-26 Expected Frequencies
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Recall that the expected frequencies (E) are computed
based on the assumption that H, is true. The data for the test
are entered into an Excel worksheet, as shown in Figure 7-25.
The sample data (i.e., the numbers of students in each cell of
the table) are the observed frequencies in the table. The row
and column totals are computed using the SUM function. For
example, the column total in cell B6 is computed using
“=SUM(B2:B5)”. The row total in cell E2 is computed
using “=SUM(B2:D2)”. The grand total in cell E6 is com-
puted by summing the column totals using “=SUM(B6:D6)”.
This is equivalent to summing the row totals using
“=SUM(E2:E5)"

We next compute the expected frequencies using the
following:

Row total X column total
N

Expected cell frequency =

The expected frequencies are placed in another table, as shown
in Figure 7-26.

To compute the expected frequencies, we need to use
both relative and absolute cell addresses. For example, the
expected frequency in cell H2 is computed using
“=8$E2*B$6/$E$6”. The row total is referenced as $E2.
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We place a “$” in front of the column to freeze the column
address on row totals that are contained in column E. We
do the same for the column total, B$6, except we freeze
the row address on row 6, which contains the column totals.
The total sample size is in cell $E$6. When we copy this
formula from cell H2 to cell H3, for example, the formula is
updated to “=$E3*B$6/$E$6”. The sums of the expected fre-
quencies across rows and down columns are equal to the
sums of the observed frequencies across rows and down
columns.

We now compute (O — E)?/ E in each cell of the table.
Once we compute these, we sum to produce the y? statistic.
The (O — E)?/ E values for each cell are shown in Figure 7-27.
For example, in cell F9 the formula is “=(B2—H2)A2/H2".
When we copy this formula to the other cells in the bottom
table, the cell references are automatically updated (e.g., the
formula in cell H12 is “=(D5—]J5)A2/]5”).

The x> test statistic is computed by summing the (O — E)?/ E
values in the twelve cells. The test statistic is placed in cell
G14 and is computed using “=SUM(F9:H12)”. The p-value
is computed with the CHIDIST function using “=CHIDIST
(G14,6)”, where “6” reflects the degrees of freedom, df = (r —
1) X (¢ — 1) = 3(2) = 6. The test statistic and p-value are
shown in Figure 7-28.

il o7

In this test, the test statistic is x> = 60.44 and the p-value
is practically zero (3.66 X 107 '1). We reject H,, because
p =0 < a = 0.05. We have statistically significant evidence
at @ = 0.05 to show that H, is false, or that living arrange-
ment and exercise are not independent (i.e., they are de-
pendent or related).

7.9  PRACTICE PROBLEMS

1. Data are collected in a clinical trial evaluating a new
compound designed to improve wound healing in
trauma patients. The new compound is compared
against a placebo. After treatment for 5 days with the
new compound or placebo, the extent of wound
healing is measured and the data are shown in
Table 7-6. Is there a difference in the extent of wound
healing by treatment? (Hint: Are treatment and the
percent wound healing independent?) Run the
appropriate test at a 5% level of significance.

2. Use the data in Problem 1 and pool the data across
the treatments into one sample of size n = 250.
Use the pooled data to test whether the distribution
of the percent wound healing is approximately nor-
mal. Specifically, use the following distribution: 30%,

/FIGURE 7-27 Computing the Test Statistic
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40%, 20%, and 10% and « = 0.05 to run the appro-

priate test.

3. Data are collected in an experiment designed to in-

vestigate the impact of different positions of the

mother during ultrasound on fetal heart rate. Fetal

heart rate is measured by ultrasound in beats per
minute. The study includes 20 women who are as-
signed to one position and have the fetal heart rate
measured in that position. Each woman is between

28 weeks and 32 weeks gestation. The data are shown

in Table 7-7. Is there a significant difference in mean

AABLE 7-6 Data for Practice Problems 1 and 2

~

fetal heart rates by position? Run the test at a 5%
level of significance.
A clinical trial is conducted comparing a new pain

reliever for arthritis to a placebo. Participants are
randomly assigned to receive the new treatment or a
placebo, and the outcome is pain relief within
30 minutes. The data are shown in Table 7-8. Is there
a significant difference in the proportions of patients
reporting pain relief? Run the test at a 5% level of

significance.

ﬁABLE 7-7 Data for Practice Problem 3

B

o

Percent Wound Healing
Treatment 0-25 26-50 51-75 76-100
New compound 15 37 32 41
(n = 125)
Placebo(n = 125) 36 45 34 10

_W

Back Side Sitting Standing
140 141 144 147
144 143 145 145
146 145 147 148
141 144 148 149
139 136 144 145
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6. A hypertension trial is mounted and 12 participants

TABLE 7-8 Data for Practice Problem 4 are randomly assigned to receive either a new med-

ication or a placebo. Each participant takes the as-

Pain Relief No Pain Relief signed medication and their systolic blood pressure
New medication o 76 (SBP) is recorded after 6 months on the assigned
Placebo 21 99 medication. The data are shown in Table 7-9. Is there

a difference in mean SBP between treatments? Run
the appropriate test at « = 0.05.

5. A clinical trial is planned to compare an experi-
mental medication designed to lower blood pressure ﬁAB 12 5=0) et o Beaiies Palilai G \
to a placebo. Before starting the trial, a pilot study is
conducted involving 7 participants. The objective

of the study is to assess how systolic blood pressure Placebo New Medication
changes over time untreated. Systolic blood pres- 134 114
sures are measured at baseline and again 4 weeks 143 117

148 121

later. Is there a statistically significant difference in

. 142 124
blood pressures over time? Run the test at a 5% level 150 122
of signiﬁcance. 160 128
Baseline: 120 145 130 160 152 143 126 K /

4 Weeks: 122 142 135 158 155 140 130
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In Chapter 8 in the textbook, we presented various formulas to
determine the sample size for statistical inference. In applica-
tions where the goal is to generate a confidence interval esti-
mate for an unknown parameter, the sample size is computed

to ensure that the margin of error is sufficiently small. In ap-
plications where the goal is to perform a test of hypothesis,
the sample size is computed to ensure that the test has a high
probability of rejecting the null hypothesis when it is false (in
other words, to ensure that the test has high power).

Microsoft Office® Excel® does not have a specific analysis
tool for determining sample size. However, we can use Excel’s
probability functions to implement the sample size formulas
presented in Chapter 8.

8.1  SAMPLE SIZE ESTIMATES FOR
CONFIDENCE INTERVALS WITH A CONTINUOUS
OUTCOME IN ONE SAMPLE

In Chapter 8 of the textbook, we presented the following for-
mula to estimate the sample size required to estimate the mean
of a continuous outcome variable in a single population:

zo\2
n= [
(%)

where z is the value from the standard normal distribution
reflecting the confidence level that will be used (e.g., z = 1.96
for 95%), o is the standard deviation of the outcome variable,
and E is the desired margin of error. The preceding formula
generates the minimum number of subjects required to en-
sure that the margin of error in the confidence interval for p
does not exceed E.

To determine sample size requirements with Excel, we use
the NORMSINYV function to compute z values for confidence

intervals as “=NORMSINV (lower-tail area)”. To use this func-
tion for computing sample sizes, we specify the area under the
curve in the lower tail of the standard normal distribution.
For example, for a 95% confidence interval, the area in the
lower tail is 0.975. Figure 8—1 shows the standard normal dis-
tribution, z, and the z values that hold the middle 95% of the
distribution, P(—1.96 =< X < 1.96) = 0.95.

To use the NORMSINV function for computing sample
sizes, we specify the probability in the lower tail of the standard
normal distribution for the desired confidence level. For ex-
ample, if a 95% confidence interval is planned, we specify
“=NORMSINV(0.975)”, which returns 1.96. If a 90% confi-
dence interval is planned, we specify “=NORMSINV(0.95)”,
which returns 1.645.

Example 8.1. In Example 8.1 of the textbook, we deter-
mined the sample size required to estimate the mean systolic
blood pressure in children with congenital heart disease who
were between 3 and 5 years of age. The analysis was planned to
estimate a 95% confidence interval and the investigator de-
cided that a margin of error of 5 units was sufficiently precise.
To determine the sample size, the standard deviation was as-
sumed to be 20. The margin of error, standard devia-
tion, and confidence level are input into Excel as shown in
Figure 8-2. The z value is estimated using the NORMSINV
function as shown in Figure 8-2.

Recall that the argument for the NORMSINV function
is the area in the lower tail of the standard normal curve
(Figure 8-1). If a 95% confidence interval is planned, the area
in the lower tail is computed by first determining the total tail
area as (1 — 0.95) and then dividing this by 2 to determine the
area in the upper tail. The lower-tail area is computed by
subtracting the upper-tail area (i.e., (1 — 0.95) / 2) from 1. The
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/FIGURE 8-1 7 value for 95% Confidence

FIGURE 8-2 Data to Estimate Sample Size
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argument for the NORMSINV function is “(1—(1—C2)/2)”.
This returns the value 1.96, which is the z value for a 95%
confidence interval. The sample size is computed using the
preceding formula implemented in Excel as “=(D2*B2/A2)A2”.
The result is in cell E2 and is shown in Figure 8-3.

Recall that the sample size formula always produces the
minimum number of subjects required to ensure that the
confidence interval has a margin of error not exceeding E. To

© Jones & Bartlett Learning,

determine the number of subjects required for the study, we
must round up. This is done using Excel's ROUNDUP func-
tion. The ROUNDUP function is invoked as “=ROUNDUP
(number to round, number of decimal places)”. For sample size
computations, we round the value produced by the formula to
the nearest integer (i.e., zero decimal places). The sample size
required for the study is shown in Figure 8—4. To ensure that
the 95% confidence interval estimate of the mean systolic

LLC. NOT FOR SALE OR DISTRIBUTION.
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blood pressure in children between the ages of 3 and 5 years
with congenital heart disease is within 5 units of the true mean,
a sample of size 62 is needed.

Once the Excel formulas are programmed, other scenar-
ios can be considered. For example, suppose we wish to con-
sider other margins of error (e.g., E = 5, 4, 3, 2) and other
standard deviations (e.g., 20 and 15). The sample sizes for these
other scenarios are determined in Figure 8-5 by copying the
formulas from cell D2 through cell F2 to cell D3 through cell
F9. The sample sizes are shown in Figure 8-5.

If the standard deviation is 20, then to ensure that a 95%
confidence interval estimate of the mean systolic blood pres-
sure in children between the ages of 3 and 5 with congenital
heart disease is within 2 units of the true mean, a sample of

size 385 is needed. If the standard deviation is 15, a sample of
size 217 is needed. It is extremely important to accurately es-
timate the standard deviation, as it can dramatically affect the
sample size.

8.2  SAMPLE SIZE ESTIMATES FOR
CONFIDENCE INTERVALS WITH A DICHOTOMOUS
OUTCOME IN ONE SAMPLE

In Chapter 8 of the textbook, we presented the following for-
mula to estimate the proportion of successes in a dichotomous
outcome variable in a single population:

=)
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FIGURE 8-5 Sample Size Estimates for Various Scenarios \
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where z is the value from the standard normal distribution
reflecting the confidence level that will be used (e.g., z =
1.96 for 95%), E is the desired margin of error, and p is
the proportion of successes in the population. If there is
no information available to approximate p, then p = 0.5
can be used to generate the most conservative, or largest,
sample size.

Example 8.2. In Example 8.3 of the textbook, we deter-
mined the sample size required to estimate the proportion of
freshmen at a university who currently smoke (i.e., the preva-
lence of smoking). The investigator wanted to ensure that a
95% confidence interval estimate of the proportion of fresh-
men who smoke was within 5% of the true proportion. No
information was available on the prevalence of smoking, thus
p = 0.5 was used.

The margin of error (E = 0.05), proportion (p = 0.5),
and confidence level are input into Excel as shown in Figure
8-6. The z value is estimated using the NORMSINV func-
tion, as shown in Figure 8—6. Recall that the argument for
the NORMSINYV function is the area in the lower tail of the
standard normal curve (Figure 8-1). The sample size is com-
puted using the formula shown implemented here in Excel as
“=B2*(1—B2)*(D2/A2)A2”. The result is in cell E2 and is
shown in Figure 8-7.

The final step is to round up to the next integer using the
ROUNDUP function. The sample size required for the study
is shown in Figure 8-8. To ensure that a 95% confidence in-
terval estimate of the proportion of freshmen who smoke is
within 5% of the true proportion, a sample of size 385 is
needed.

8.3  SAMPLE SIZE ESTIMATES FOR
CONFIDENCE INTERVALS WITH A CONTINUOUS
OUTCOME IN TWO INDEPENDENT SAMPLES

In Chapter 8 of the textbook, we presented the following for-
mula to estimate the sample size required to estimate the dif-
ference in means in two independent populations:

zo\2
E

where ; is the sample size required in each group (i = 1,2),
zis the value from the standard normal distribution reflecting
the confidence level that will be used (e.g., z = 1.96 for 95%),
and E is the desired margin of error. o again reflects the
standard deviation of the outcome variable. Recall from
Chapter 6 in the textbook, when we generated a confidence
interval estimate for the difference in means, we used Sp, the
pooled estimate of the common standard deviation, as a mea-
sure of variability in the outcome (where S, is computed as

\/(nl —1)st +(n, — 1)s3
Sp=

n+n, —2

J .If data are available on varia-

ability of the outcome in each comparison group, then S , can
be computed and used in the sample size formula. However, it
is more often the case that data on the variability of the out-
come are available from only one group, often the untreated
(e.g., placebo/control) or unexposed group. This value can be
used to determine the sample sizes.

Example 8.3. In Example 8.6 of the textbook, we
determined the sample sizes required to compare two diet
programs in obese children. The plan is to enroll children
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and weigh them at the start of the study. Each child will then
be randomly assigned to one of the competing diets (low-fat
or low-carbohydrate) and followed for 8 weeks, at which time
they will again be weighed. The number of pounds lost will
be computed for each child. A 95% confidence interval will
be estimated to quantify the difference in weight lost between
the two diets, and the investigator would like the margin of
error to be no more than 3 pounds. Based on adult studies,
the common standard deviation was estimated at 8.1 pounds.

The margin of error, standard deviation, and confidence
level are input into an Excel worksheet. The z value is esti-
mated using the NORMSINV function as shown in Figure 8-9.
The sample size required per group is computed using the
formula shown here implemented in Excel as “=2*(D2*B2/
A2)A2”. The result is in cell E2 and is shown in Figure 8-10. The
final step is to round up to the next integer using the
ROUNDUP function. The sample size required in each group
for the study is shown in Figure 8-11.

Samples of size n; = 57 and n, = 57 will ensure that the
95% confidence interval for the difference in weight lost between
diets will have a margin of error of no more than 3 pounds. (Note
that in Chapter 8 of the textbook, we estimated the sample size
at 56 per group because we carried only 2 decimal places in the
by-hand computations. Excel carries more decimal places and
therefore rounding up produces sample sizes of 57 per group.)

8.4  SAMPLE SIZE ESTIMATES FOR
CONFIDENCE INTERVALS WITH A CONTINUOUS
OUTCOME IN MATCHED SAMPLES

In Chapter 8 of the textbook, we presented the following for-
mula to estimate the sample size required to estimate the mean
difference of a continuous outcome variable in two matched
populations:

FIGURE 8-9 Data to Estimate Sample Size
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FIGURE 8-11 Sample Size per Group Required for Study
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where z is the value from the standard normal distribution re-
flecting the confidence level that will be used (e.g., z = 1.96 for
95%), E is the desired margin of error, and o 418 the standard de-
viation of the difference scores (e.g., the difference based on meas-
urements over time or the difference between matched pairs). It
is extremely important that the standard deviation of the differ-
ence scores is used here to appropriately estimate the sample size.

Example 8.4. Consider again the diet study proposed in
Example 8.3 of the Excel workbook (and in Example 8.7 in the
textbook). The investigator considers an alternative design, a
crossover trial, where each participant will follow each diet for
8 weeks. At the end of each 8-week period, the weight lost dur-
ing that period will be measured. The difference in weight lost on
the low-fat diet and the low-carbohydrate diet will be computed
for each child and a confidence interval for the mean difference
in weight lost will be computed. The investigator wants to
determine the sample size required to ensure that a 95% confi-
dence interval estimate of the mean difference in weight lost

between diets is within 3 units of the true mean difference.
Suppose that the standard deviation of the difference in weight
loss between a low-fat diet and a low-carbohydrate diet is ap-
proximately 9.1 Ibs. based on a cross-over trial conducted in
adults.

The margin of error, standard deviation of the differences
in weights, and the confidence level are input into an Excel
worksheet. The z value is estimated using the NORMSINV
function as shown in Figure 8—12. The sample size required is
computed using the formula shown here implemented in Excel
as “=(D2*B2/A2)A2”. The result is in cell E2 and is shown in
Figure 8-13.

The final step is to round up to the next integer using the
ROUNDUP function. The sample size required for the study
is shown in cell F2 in Figure 8—13. To ensure that the 95% con-
fidence interval estimate of the mean difference in weight lost
between diets is within 3 units of the true mean, a sample of
size 36 children is needed.

FIGURE 8-12 Data to Estimate Sample Size
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FIGURE 8-13 Sample Size Required for Study \
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8.5  SAMPLE SIZE ESTIMATES FOR
CONFIDENCE INTERVALS WITH A DICHOTOMOUS
OUTCOME IN TWO INDEPENDENT SAMPLES

In Chapter 8 of the textbook, we presented the following for-
mula to estimate the difference in proportions between two
independent populations (i.e., to estimate the risk difference):

2
n, = [Pl(l_Pl) + pz(l_pz)}<%)

where #; is the sample size required in each group (i = 1,2),
zis the value from the standard normal distribution reflecting
the confidence level that will be used (e.g., z = 1.96 for 95%),
Eis the desired margin of error, and p, and p, are the propor-
tions of successes in each comparison group. Again, here we are
planning a study to generate a 95% confidence interval for the
difference in unknown proportions, and the formula to esti-
mate the sample sizes needed requires p, and p,. To estimate
the sample size, we need approximate values of p, and p,. The
values of p, and p, that maximize the sample size are p, = p,
= 0.5. Thus, if there is no information available to approximate
p, and p,, then 0.5 can be used to generate the most conser-
vative, or largest, sample sizes.

Example 8.5. In Example 8.9 in the textbook, an inves-
tigator determined the sample size to estimate the impact
of smoking on the incidence of prostate cancer. Men who
are free of prostate cancer will be enrolled at age 50 and
followed for 30 years. The plan is to enroll approximately
equal numbers of smokers and nonsmokers in the study and
to follow them prospectively for the outcome of interest,
a diagnosis of prostate cancer. The plan is to generate a 95%
confidence interval for the difference in proportions
of smoking and nonsmoking men who develop prostate

cancer. How many men should be enrolled in the study
to ensure that the 95% confidence interval for the difference
in proportions has a margin of error of no more than 5%?
Estimates of the incidence of prostate cancer from a previ-
ous study were used to design the current study: p, = 0.34
and p, = 0.17.

The margin of error, estimates of proportions, and the
confidence level are input into an Excel worksheet. The z value
is estimated using the NORMSINV function as shown in
Figure 8—14. The sample size required per group is computed
using the formula shown here implemented in Excel as
“=(B2*(1—B2)+C2*(1—C2))*(E2/A2)A2”. The result is in cell
F2 and is shown in Figure 8-15.

The final step is to round up to the next integer using the
ROUNDUP function. The sample size required in each group
for the study is shown in Figure 8—16. Samples of size n, =
562 men who smoke and 7, = 562 men who do not smoke will
ensure that the 95% confidence interval for the difference in in-
cidence of prostate cancer will have a margin of error of no
more than 5%.

8.6  ISSUES IN ESTIMATING SAMPLE SIZE FOR
HYPOTHESIS TESTING

In Chapter 8 of the textbook, we presented formulas to
determine the sample size required to ensure a specified
power in a test of hypothesis. Excel does not have an analy-
sis tool to perform the computations, but the formulas can
be programmed into Excel to determine the appropriate
sample sizes. The sample size formulas for hypothesis test-
ing depend on the nature of the outcome variable (e.g., con-
tinuous or dichotomous) and also the number of
comparison groups involved (e.g., one, two independent, or
two matched).
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FIGURE 8-14 Data to Estimate Sample Size
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All of the sample size formulas contain the following
two terms: z; _,, and z,_g where a is the probability of a
Type I error or the specified level of significance (e.g., 0.05),
B is the probability of a Type II error, and 1 — B is the
specified power (e.g., 0.80,0.90).z, _ , is the value from the
standard normal distribution holding 1— «/2 below it and
z_pgis the value from the standard normal distribution
holding 1—f below it.

The NORMSINV function is used to compute these val-
ues. The NORMSINV function returns the value from the
standard normal distribution, z, which holds a specified area
below it (i.e., in the lower tail): “=NORMSINV (lower-tail
area)”. For example, if @ = 0.05, then Zi_ a2 = 20975 is com-
puted by “=NORMSINV(0.975)". If power = 0.80, then z ¢,
is computed by “=NORMSINV(0.80)”.

8.7  SAMPLE SIZE ESTIMATES FOR TESTS
OF MEANS IN ONE SAMPLE

In Chapter 8 of the textbook, we presented a formula to de-
termine the sample size required to ensure adequate power to
test the following hypotheses about the mean of a continuous
outcome variable in a single population:

Hyp: =
Hp:p # py

where Mg 1s the known mean (e.g., an historical control). The
formula for determining sample size to ensure that the test has
a specified power is given below:

_ Zl*Dt +Z17 2
n= A-ap  “1-B
ES

where « is the selected level of significance and z, _, is the
value from the standard normal distribution holding 1 — /2
below it. 1 — B is the selected power and z, _ s the value from
the standard normal distribution holding 1 — 3 below it. ES
is the effect size, defined as follows:

1 — 1ol
g

ES =

where i, is the mean under the alternative hypothesis, u, is the
mean under the null hypothesis, and o is the standard devia-
tion of the outcome of interest.

Example 8.6. In Example 8.10 of the textbook, we de-
termined the sample size required to test whether the mean
blood glucose level in people who drink at least two cups
of coffee per day is different from the reported mean of

95 mg/dl (the standard deviation was 9.8 mg/dl). Investi-
gators wanted a sample size that would ensure 80% power to
detect a mean of 100 mg/dl. A two-sided test is planned with
a 5% level of significance.

Before we compute the sample size, we first must com-
pute the effect size. This is done by entering the mean under
the null hypothesis, the mean under the alternative hypothe-
sis, and the standard deviation into an Excel worksheet, as
shown in Figure 8-17.

The effect size is shown in cell B7 and is computed as
“=ABS(B3—B1)/B5”, where ABS is the Excel function to com-
pute the absolute value of the difference in means under the
null and alternative hypotheses. The next step is to compute the
zvalue for the selected level of significance (i.e.,z, _,,) and the
zvalue for the desired power (i.e., z, _ B)' We first enter the level
of significance, a, and the desired power. This is shown in
Figure 8-18.

Recall that the argument for the NORMSINYV function
is the area in the lower tail of the standard normal
curve (Figure 8-1). If a two-sided test is planned (which is
generally the case for sample size planning) with a 5%
level of significance, the area in the lower tail is defined as
(1—a/2). Thus, we specify 1—B9/2 as the argument to the
NORMSINYV function as shown in Figure 8—18. z)_gls de-
termined in the same way using “=NORMSINV(B11)”. The
computations are shown in Figure 8—19. The next step is to
compute the sample size based on the effect size and the ap-
propriate z values for the selected a and power. This is shown
in Figure 8-20.

FIGURE 8-17 Data to Estimate Sample\

Size
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FIGURE 8-18 Level of Significance and Power
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FIGURE 8-19 Computing z Values
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Because the sample size formula always produces the
minimum number of subjects required to ensure that the test
has the specified power to detect the desired effect size at the
specified level of significance, to determine the number of
subjects required for the study, we must round up. This is

done using Excel’s ROUNDUP function. The sample size re-
quired for the study is shown in Figure 8-21. A sample of size
n = 31 will ensure that a two-sided test with & = 0.05 has
80% power to detect a 5-mg/dl difference in mean fasting
blood glucose levels.
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8.8  SAMPLE SIZE ESTIMATES FOR TESTS OF
PROPORTIONS IN ONE SAMPLE

In Chapter 8 of the textbook, we presented a formula to deter-
mine the sample size required to ensure adequate power to test
the following hypotheses about the proportion of successes in
a dichotomous outcome variable in a single population:

Hy:p=p,
Hl:paﬁp0

where p, is the known proportion (e.g., an historical control).
The formula for determining sample size to ensure that the
test has a specified power is given below:

2 Zl—a2 +Z1_§ 2
ES

where a is the selected level of significance and z, _,, is the
value from the standard normal distribution holding 1 — «/2
below it. 1 — Bis the selected power and z, _ , is the value from
the standard normal distribution holding 1 —/ below it. ES is
the effect size, defined as:

lp1—pol
ES = \/Po(l _po)

where p is the proportion of successes under H, and p, is
the proportion of successes under H,. The numerator of the
effect size, the absolute value of the difference in proportions
[p, — Pl again represents what is considered a clinically mean-
ingful or practically important difference in proportions.

FIGURE 8-22 Data to Estimate Sample \
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Example 8.7. In Example 8.13 in the textbook, we deter-
mined the sample size required to test whether the percentage
of defective stents produced by a manufacturer in one of his
plants was more than 10%. The manufacturer wanted the test
to have 90% power to detect an absolute difference in propor-
tions of 0.05 (i.e., from 0.10 to 0.15 defectives). How many
stents must be evaluated? A two-sided test will be used with a
5% level of significance.

Before we compute the sample size, we first must com-
pute the effect size. This is done by entering the proportion
under the null hypothesis and the proportion under the alter-
native hypothesis into an Excel worksheet, as shown in Figure
8-22.

The effect size is shown in cell B5 and is computed as
“=ABS(B3—B1)/SQRT(B1*(1—B1))”, where ABS is the Excel
function to compute the absolute value of the difference in
proportions under the null and alternative hypotheses. The
next step is to compute the z value for the selected level of sig-
nificance (i.e., z, _,,) and the z value for the desired power
(e, z,_ B)' We first enter the level of significance, «, and the
desired power. We then use the NORMSINV function twice
to compute z,_,, and z, _g. This is shown in Figure 8-23.

The next step is to compute the sample size based on the
effect size and the appropriate z values for the selected o and
power. This is shown in Figure 8-24. As the final step, we round
up to the next integer using the ROUNDUP function. The
sample size for the study is shown in Figure 8-25.

A sample of size n = 379 stents will ensure that a two-sided
test with o = 0.05 has 90% power to detect a 5% difference in the
proportion of defective stents produced. (When we computed
the sample size by hand in the textbook, we determined that
n = 364 stents were needed. The difference is because Excel is car-
rying more decimal places in the computations.)

8.9  SAMPLE SIZE ESTIMATES FOR TESTS OF
DIFFERENCES IN MEANS IN TWO INDEPENDENT
SAMPLES

In Chapter 8 of the textbook, we presented a formula to de-
termine the sample size required to ensure adequate power to
test the following hypotheses about the difference in means in
two independent populations:

S Sl
Hpi:w, # u,

where u, and u, are the means in the two comparison popula-
tions. The formula for determining sample size required in each
group to ensure that the test has a specified power follows:

Zi _on + 21_g\2
n. = o Fl=ar 1-8
4 ES
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where 7, is the sample size required in each group (i = 1,2), &
is the selected level of significance, z, _, is the value from the
standard normal distribution holding 1 — «/2 belowit,1 — 8
is the selected power, and z, _ s is the value from the standard
normal distribution holding 1 — 8 below it. ES is the effect
size, defined as follows:

© Jones & Bartlett Learning,
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ES

where |u, — u,| is the absolute value of the difference in means
between the two groups representing what is considered a clin-
ically meaningful or practically important difference in means.
o is the standard deviation of the outcome of interest. If data
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FIGURE 8-25 Sample Size Required for Study
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are available on variability of the outcome in each comparison
group, then S, (the pooled estimate of the common standard
deviation) can be computed and used to generate the sample
sizes. However, it is more often the case that data on the vari-
ability of the outcome are available from only one group, usu-
ally the untreated (e.g., placebo/control) or unexposed group.

Example 8.8. In Example 8.14 in the textbook, we deter-
mined the sample sizes required for a clinical trial to evaluate
the efficacy of a new drug designed to reduce systolic blood
pressure. The plan was to enroll participants and to randomly
assign them to receive either the new drug or a placebo and to
measure systolic blood pressure in each participant after
12 weeks on the assigned treatment. Investigators indicated
that a 5-unit difference in mean systolic blood pressure would
represent a clinically meaningful difference. How many pa-
tients should be enrolled in the trial to ensure that the power
of the test is 80% to detect this difference? A two-sided test
is planned with a 5% level of significance and the standard
deviation is assumed to be 19.0, based on data from the
Framingham Heart Study.

We first compute the effect size based on the hypothesized
difference in means under the alternative hypothesis and the
standard deviation. The data are entered into an Excel work-
sheet as shown in Figure 8-26. The effect size is shown in cell
B5 and is computed as “=ABS(B1)/B3”. Notice that the hy-
pothesized difference in means is specified in Figure 8-26. In

>

FIGURE 8-26 Data to Estimate Sample
Size
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some applications, the means under the null and alternative hy-
potheses are specified, in which case the difference is com-
puted and used as the numerator in the computation of the
effect size. We next enter the level of significance, «, and the de-
sired power to compute z, _,, and the z, B This is shown in
Figure 8-27. The next step is to compute the sample size per
group based on the effect size and the appropriate z values for
the selected @ and power. This is shown in Figure 8-28.
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FIGURE 8-28 Determining the Sample Size Required per Group \
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Finally, because the sample size formula always produces
the minimum number of subjects per group required to en-
sure that the test has the specified power to detect the de-
sired effect size at the specified level of significance, to
determine the numbers of subjects per group required for
the study, we must round up. This is done using Excel’s

© Jones & Bartlett Learning

ROUNDUP function. The sample sizes required per group
are shown in Figure 8-29.

Samples of size n, = 227 and n, = 227 will ensure that the
test of hypothesis will have 80% power to detect a 5-unit dif-
ference in mean systolic blood pressures in patients receiving
the new drug as compared to patients receiving the placebo.
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FIGURE 8-29 Sample Size Required per Group for Study
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8.10 SAMPLE SIZE ESTIMATES FOR TESTS OF
MEAN DIFFERENCES IN MATCHED SAMPLES

In Chapter 8 of the textbook, we presented a formula to de-
termine the sample size required to ensure adequate power to
test the following hypotheses about the mean difference in a
continuous outcome based on matched populations:

Hypy =0
Hip,; #0

where u ; is the mean difference in the population. The formula
for determining the sample size (i.e., number of participants,
each of whom will be measured twice) required to ensure that
the test has a specified power is as follows:

Zl—a@ + Zl—ﬁ 2
n =
ES

where « is the selected level of significance, 2| o 18 the value
from the standard normal distribution holding 1 — /2 below
it, 1 — B is the selected power, and z, _; is the value from the
standard normal distribution holding 1 — B below it. ES is the
effect size, defined as follows:

Fa
L

ES

where w; is the mean difference expected under the alter-
native hypothesis, H,,and ois the standard deviation of the
difference in the outcome (e.g., the difference based on mea-
surements over time or the difference between matched
pairs).

Example 8.9. In Example 8.16 of the textbook, we gener-
ated sample size requirements for a crossover trial to compare
two diet programs for their effectiveness in promoting weight
loss. The proposed study will have each child follow each diet
for 8 weeks, and at the end of each 8-week period, the weight
lost during that period will be measured. The difference in
weight lost between the diets will be computed for each child
and the plan is to test if there is a statistically significant dif-
ference in weight loss between the diets. How many children
are required to ensure that a two-sided test with a 5% level of
significance has 80% power to detect a mean difference of
3 pounds in weight lost between the two diets? Based on a pre-
vious study, the standard deviation in the differences in weight
loss is estimated at 9.1 pounds.

We first compute the effect size based on the hypothesized
mean difference between weight-loss programs and the stan-
dard deviation of the differences in weight loss. The data are
entered into an Excel worksheet as shown in Figure 8-30.

The effect size is shown in cell B5 and is computed as
“=B1/B3”. We next enter the level of significance, a, and the
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desired power to compute z; _, » and z, s This is shown in
Figure 8-31. The next step is to compute the sample size based
on the effect size and the appropriate z values for the selected
a and power. This is shown in Figure 8-32.

Finally, because the sample size formula always produces
the minimum number of subjects required to ensure that
the test has the specified power to detect the desired effect

size at the specified level of significance, to determine
the numbers of subjects required for the study, we
must round up. This is done using Excel’s ROUNDUP func-
tion. The sample sizes required per group are shown in
Figure 8-33.

A sample of size n = 73 children will ensure that a two-
sided test with & = 0.05 has 80% power to detect a mean dif-
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FIGURE 8-32 Determining the Sample Size Required
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ference of 3 pounds between diets using a crossover trial (i.e.,
each child will be measured on each diet).

8.11 SAMPLE SIZE ESTIMATES FOR TESTS OF
PROPORTIONS IN TWO INDEPENDENT SAMPLES

In Chapter 8 of the textbook, we presented a formula to de-
termine the sample size required to ensure adequate power to

test the following hypotheses about the difference in propor-
tions in two independent populations:

Hy:p, =p,
Hy:p, #p,

where p, and p, are the proportions in the two comparison
populations. The formula for determining sample size
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required in each group to ensure that the test has a specified
power is as follows:

_[(Ziap Tz p\?
n, = 2( ES )

where 7, is the sample size required in each group (i = 1,2), @
is the selected level of significance, z, _ a2 is the value from the
standard normal distribution holding 1 — «/2 belowit, 1 — 8
is the selected power, and z,_gis the value from the standard
normal distribution holding 1 — B below it. ES is the effect
size, defined as follows:

ES = P, —p,|

Vp(l1—p)

where |[p, — p,| is the absolute value of the difference in pro-
portions between the two groups expected under the alterna-
tive hypothesis, H,, and p is the overall proportion, based on
pooling the data from the two comparison groups. (p can be
computed by taking the mean of the proportions in the two
comparison groups, assuming that the groups will be of ap-
proximately equal size.)

Example 8.10. In Example 8.18 of the textbook, we
determined the sample size needed for a clinical trial pro-
posed to evaluate the efficacy of a new drug designed to re-
duce systolic blood pressure. The primary outcome is
diagnosis of hypertension (true/false), defined as a systolic
blood pressure above 140 or a diastolic blood pressure above 90.
In planning the trial, investigators hypothesized that 30% of
the participants would meet the criteria for hypertension in
the placebo group and that the new drug would be considered
efficacious if there was a 20% reduction in the proportion of
patients receiving the new drug who meet the criteria for
hypertension (i.e., if the proportion is 24% among patients
receiving the new drug). How many patients should be en-
rolled in the trial to ensure that the power of the test is 80%
to detect this difference in the proportions of patients with
hypertension? A two-sided test will be used with a 5% level
of significance.

We first compute the effect size based on the hypothesized
difference in proportions. The proportion expected in the
placebo group is entered into cell B1 and the proportion ex-
pected in the treatment group is computed as a 20% reduction
in B3 using “=B1*(1—0.2)”. The data in the Excel worksheet
are shown in Figure 8-34.

Before computing the effect size, we need to compute the
overall proportion. This is done by taking the mean of the pro-
portions in the two treatment groups using “=(B1+B3)/2”.
The computation is shown in Figure 8-35. In Figure 8-36, we
compute the effect size.
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We next enter the level of significance, «, and the de-

sired power to compute z; _,, and the 2 _g This is shown
in Figure 8-37. The next step is to compute the sample
size per group based on the effect size and the appropriate

z values for the selected @ and power. This is shown in

Figure 8-38.

Finally, because the sample size formula always produces
the minimum number of subjects per group required to ensure

that the test has the specified power to detect the desired effect
size at the specified level of significance, to determine the num-
bers of subjects per group required for the study, we must
round up. This is done using Excel’'s ROUNDUP function. The
sample sizes required per group are shown in Figure 8-39.
Samples of size n, = 860 patients on the new drug and
, = 860 patients on placebo will ensure that the test of
hypothesis will have 80% power to detect a 20% reduction
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FIGURE 8-39 Sample Size Required per Group for Study
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in the proportions of patients who meet the criteria for

hypertension.

Once the Excel formulas are programmed to compute the
sample sizes required to ensure a specified power in a test of
hypothesis, other scenarios can be considered easily by chang-
ing the inputs (e.g., &, the desired power, the difference in the
parameter reflecting a clinically meaningful change, or the
standard deviation).

8.12

1.

PRACTICE PROBLEMS

We want to design a new placebo-controlled trial to
evaluate an experimental medication to increase lung
capacity. The primary outcome is peak expiratory
flow rate, a continuous variable measured in liters
per minute. The primary outcome will be measured
after 6 months on treatment. The mean peak expira-
tory flow rate in adults is 300 with a standard devia-
tion of 50. How many subjects should be enrolled to
ensure 80% power to detect a difference of 15 liters
per minute with a two-sided test and o = 0.05?

An investigator wants to estimate caffeine consump-
tion in high school students. How many students
would be required to ensure that a 95% confidence
interval estimate for the mean caffeine intake (mea-

sured in mg) is within 15 mg of the true mean?
Assume that the standard deviation in caffeine intake
is 68 mg.

Consider the study proposed in Problem 2. How
many students would be required to estimate the pro-
portion of students who consume coffee? Suppose
we want the estimate to be within 5% of the true pro-
portion with 95% confidence.

A clinical trial was conducted comparing a new com-
pound designed to improve wound healing in trauma
patients to a placebo. After treatment for 5 days, 58%
of the patients taking the new compound had a sub-
stantial reduction in the size of their wound as com-
pared to 44% in the placebo group. The trial failed to
show significance. How many subjects would be re-
quired to detect the difference in proportions
observed in the trial with 80% power? A two-sided
test is planned at & = 0.05.

A crossover trial is planned to evaluate the impact of
an educational intervention program to reduce alco-
hol consumption in patients determined to be at risk
for alcohol problems. The plan is to measure alcohol
consumption (the number of drinks on a typical
drinking day) before the intervention and then again
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after participants complete the educational interven-
tion program. How many participants would be
required to ensure that a 95% confidence interval for
the mean difference in the number of drinks is within
two drinks of the true mean difference? Assume that
the standard deviation of the difference in the mean
number of drinks is 6.7 drinks.

An investigator wants to design a study to estimate the
difference in the proportions of men and women who
develop early-onset cardiovascular disease (defined
as cardiovascular disease before age 50). A study con-
ducted 10 years ago found that 15% and 8% of men
and women, respectively, developed early onset car-
diovascular disease. How many men and women are
needed to generate a 95% confidence interval esti-
mate for the difference in proportions with a margin
of error not exceeding 4%?

el o [ HEEEED)

The mean body mass index (BMI) for boys age 12 is
23.6. An investigator wants to test if the BMI is higher
in boys age 12 living in New York City. How many
boys are needed to ensure that a two-sided test of hy-
pothesis has 80% power to detect a difference of 2
units in BMI? Assume that the standard deviation in
BMIis5.7.

An investigator wants to design a study to estimate the
difference in the mean BMI between 12-year-old boys
and girls living in New York City. How many boys
and girls are needed to ensure that a 95% confidence
interval estimate for the difference in mean BMI be-
tween boys and girls has a margin of error not ex-
ceeding 2 units? Use the estimate of the variability in
BMI from Problem 7.
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In Chapter 9 of the textbook, we introduced regression analy-
sis. We noted that regression analysis is a very general and
widely applied technique. In the textbook, we focused more
on the use of regression analysis to assess confounding and
effect modification. We limit our focus here to estimating
simple linear and multiple linear regression models using the
linear regression tool in the Data Analysis ToolPak.

We use data collected from n = 40 randomly selected par-
ticipants of the Sixth Examination of the Framingham
Offspring Study to illustrate regression analysis using Microsoft
Office® Excel®. The data are shown in Table 9-1 and include
the participant’s age (in years), gender (which is coded 1 for
males and 0 for females), body mass index (BMI), systolic and
diastolic blood pressures, total cholesterol, HDL cholesterol,
diabetes (coded 1 for participants diagnosed with diabetes and
0 otherwise), and current smoking status (coded 1 for current
smokers and 0 otherwise).

9.1  SIMPLE LINEAR REGRESSION ANALYSIS

In Chapter 9 of the textbook, we introduced simple linear re-
gression analysis as a technique for estimating the equation
that best describes the linear association between a continuous
dependent or outcome variable, y, and a single independent or
predictor variable, x. The independent variable can be contin-
uous or dichotomous (sometimes called an indicator variable).
The regression equation is as follows:

y=by+bx

where y is the predicted or expected value of the dependent or
outcome variable, bo is the estimated y-intercept, and b, is the

estimated slope. Excel has an analysis tool that can be used to
estimate the y-intercept and slope.

Example 9.1. Suppose we wish to estimate the equation of
the line that best describes the relationship between systolic
blood pressure (SBP) and age. The data from Table 9-1 are
entered into an Excel worksheet as shown in Figure 9-1. Note
that the Excel worksheet contains # = 40 observations; only the
first 20 are shown in Figure 9-1.

To estimate the simple linear regression equation, we use
the Tools/Data Analysis menu option. We select the Regression
Analysis tool as shown in Figure 9-2 and click OK. Excel then
requests specification of the variables for analysis in the dialog
box shown in Figure 9-3.

We first specify the dependent or outcome variable (y).
In our example, the dependent variable is systolic blood pres-
sure, which is contained in cell D1 through cell D41. We then
specify the independent variable (x), which in this example
is age. The age data is contained in cell A1 through cell A41.
Because we include the first row of labels (Al and D1), we
click on the Labels box to indicate that the labels are con-
tained in these cells. We then specify a location for the results
of the regression analysis. For this example, we request that
Excel place the results in a new worksheet entitled Simple
regression. Excel offers a number of additional details, such as
analysis of residuals and normal probability plots. These are
used to examine the fit of the regression equation, and are
called regression diagnostics. (We introduced only the basic
applications of regression analysis in the textbook, and we re-
strict our attention to the same in the Excel applications.)
The results of the regression analysis are shown in Figure
9-4.
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/TABLE 9-1 Data from n = 40 Randomly Selected Participants of the Sixth Examination of the Framingham Offspring\

\_

Study
Total
Age Male BMI SBP DBP Cholesterol HDL Diabetes Smoke

48.2683 1 27.92 140 88 184 35 1 1
47.3347 1 32.61 118 77 178 48 0 1
47.1129 1 34.83 112 69 177 33 0 0
49.0541 1 28.76 128 84 246 54 0 0
45.9548 1 26.76 121 85 193 43 0 0
54.5243 1 27.01 126 77 182 40 0 0
56.2409 1 28.76 124 77 246 50 0 1
52.1068 1 24 131 80 167 40 1 0
56.011 1 30.37 129 81 176 39 1 0
58.2012 1 27.88 121 85 210 45 0 1
51.1129 1 19.67 93 59 174 63 0 0
53.1444 1 25.45 111 79 180 58 0 0
68.8241 1 23.1 151 75 192 31 1 0
66.8611 1 27.44 132 76 180 50 0 1
66.8446 1 29.03 137 56 129 39 0 0
62.152 1 27.25 144 82 216 57 0 0
69.2293 1 24.68 109 75 184 64 0 0
64.3723 1 34.44 133 77 271 50 1 0
61.2567 1 22.86 104 68 198 51 0 0
66.9624 1 27.84 122 60 180 33 1 0
71.7454 1 27.7 137 81 198 44 1 0
71.0089 1 31.04 136 75 213 62 0 0
77.4456 1 34.06 110 57 181 45 0 0
34.6557 0 21.8 99 60 178 33 0 0
59.0773 0 23259 124 76 212 47 0 0
45.7659 0 22.39 118 77 258 56 0 0
55.9808 0 26.18 110 66 263 50 0 0
47.5729 0 24.86 103 66 183 47 0 0
59.4798 0 32.89 123 85 203 40 0 0
58.3381 0 24.47 118 61 230 81 0 0
50.0589 0 21.98 110 68 168 72 0 1
52.6845 0 25.12 105 67 201 61 0 0
51.7016 0 39.93 131 80 J9A 43 0 0
58.8255 0 38.14 107 69 224 29 0 0
64.5859 0 25.86 138 68 205 53 0 0
67.0418 0 30.95 135 72 210 36 0 0
62.642 0 31.99 123 65 209 70 0 0
71.8248 0 19.03 103 50 206 63 0 0
76.6899 0 21.8 137 85 176 74 0 0
73.9932 0 33.07 135 80 254 57 0 0

J

Excel produces a number of statistics and analyses in
its standard regression analysis. We again focus only on the
analyses discussed in the textbook. Specifically, the estimates
of the regression coefficients are in the last section of the
results under the column headed Coefficients. The estimate of
the y-intercept is b, = 89.40 and the estimate of the slope is
b, = 0.56. (Notice that the slope is the coefficient associated

with age.) The regression equation relating age to systolic
blood pressure is:

7 = 89.40 + 0.56(Age)

where 7 is the predicted or expected SBP. Excel also provides
standard errors of the regression coefficients, ¢ statistics, and
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FIGURE 9-1 Data for Regression Analysis \

EI Microsoft Excel - Chapter9
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/FIGU RE 9-2 Regression Analysis Tool \

Chapter®
| A £ | H
| 1| Age |MaleSex EMI =~ SBP = DBP | Total Cholestercl | HDL | Disbeles | Smokes
20| 4azsa3 | 1 79 | Mo 4 8 | e o 3 Lol L1 1
3| ar.mar 1 261 | 118 77 78 | 48 =Clcl
A8 471128 | 1 | aam o2 | B8 L a7 o o, @ 0 el
5 s 1 BB | 18 8 | 26 [ 0 0
[6 | 459568 | 1 %76 171
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p-values to test whether the regression coefficients are sta- Specifically, we test H: 3, = 0 versus H;: B, # 0. Excel

tistically significantly different from zero. Usually, we are not ~ provides a p-value of 0.0107, indicating that there is a statisti-
interested in whether the intercept is significantly different  cally significant association between age and systolic blood
from zero. However, it is of interest to test whether the slope  pressure. The regression equation indicates that each addi-
in the population is significantly different from zero. tional year of age is associated with a 0.56-unit increase in
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FIGURE 9-3 Specification of Variables for Simple Linear
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FIGURE 9-4 Results of Simple Linear Regression Analysis

5 Microsoft Excel - Chapterd
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systolic blood pressure. (The other analyses that Excel gener-
ates are useful and interested readers should see some of the
references at the end of Chapter 9 in the textbook for more
details.)

Example 9.2. Suppose we wish to assess whether there is
an association between systolic blood pressure and current
smoking status using the data in Table 9-1, which were entered
into an Excel worksheet as shown in Figure 9—1. We again use
the Tools/Data Analysis menu option and select the
Regression Analysis tool. When we click OK, Excel requests
specification of the variables for analysis in the dialog box
shown in Figure 9-5.

We again specify the dependent or outcome variable (y).
In this example, the outcome is systolic blood pressure,
which is contained in cell D1 through cell D41. We then
specify the independent variable (x), which in this example
is smoking status. The smoking data is contained in cell 11
through cell I41. Because we included the first row of labels
(I1 and D1), we click on the Labels box to indicate that the

s e A TEED)

labels are contained in these cells. We then specify a loca-
tion for the results of the regression analysis. For this ex-
ample, we request that Excel place the results in a new
worksheet entitled SBP and smoking. The results of the re-
gression analysis are shown in Figure 9-6.

The estimate of the y-intercept is b, = 121.85 and the es-
timate of the slope is b, = 2.31. The regression equation re-
lating current smoking status to systolic blood pressure is:

y = 121.85 + 2.31 (Current Smoking Status)

where y is the predicted or expected SBP. The p-value for the
test of signif-icance for the slope is p = 0.7098, indicating that
there is no statistically significant association between current
smoking status and systolic blood pressure in the population.
The regression equation indicates that smokers have higher
systolic blood pressures by approximately 2.31 units, as com-
pared to nonsmokers. However, this difference is not statisti-
cally significantly different from zero (because p = 0.7098).

Regression Analysis

crosoft Excel - Chapter®

FIGURE 9-5 Specification of Variables for Simple Linear

L
3
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FIGURE 9-6 Results of Simple Linear Regression Analysis
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9.2  MULTIPLE LINEAR REGRESSION
ANALYSIS

In Chapter 9 of the textbook, we introduced multiple linear re-
gression analysis as a technique for estimating the equation
that best describes the association between a continuous out-
come variable y and a set of independent variables, x,, x,, ...,
X, The independent variables can be continuous or dichoto-
mous. The regression equation is as follows:

y=0by+bx, +bx,+ -+ bpxp,

where j is the predicted or expected value of the dependent vari-
able, x, through x are p distinct independent or predictor vari-
ables, b, is the value of y when all of the independent variables
(%, through xp) are equal to zero, and b, through b, are the es-
timated regression coefficients. Excel has an analysis tool that
can be used to estimate the coefficients of a multiple regression
equation.

Example 9.3. Suppose we again consider systolic blood
pressure as our dependent or outcome variable. We now wish
to assess the association between age and sex, considered si-
multaneously, and SBP using the data in Table 9-1. We again
use the Tools/Data Analysis menu option and select the
Regression Analysis tool. When we click OK, Excel requests

specification of the variables for analysis in the dialog box
shown in Figure 9-7.

We again specify the dependent or outcome variable (y). In
Example 9.3, the outcome is systolic blood pressure, which is
contained in cell D1 through cell D41. We then specify the inde-
pendent variables (x; and x,), which in this example are age and
sex. The age data is contained in cell Al through cell A41 and
the sex data is contained in cell B1 though cell B41 (in this ex-
ample, the variable is an indicator of male gender: 1 = male,0 =
female). The range “A1:B41” includes both independent vari-
ables. Because we included the first row of labels (Al, B1, and
D1), we click on the Labels box to indicate that the labels are
contained in these cells. We then specify a location for the results
of the regression analysis. For this example, we request that Excel
place the results in a new worksheet entitled Multiple regression.
The results of the regression analysis are shown in Figure 9-8.

The estimate of the coefficients of the multiple regression
equation are b, = 87.19, b, = 0.54,and b, = 5.38. The regression
equation relating age and sex to systolic blood pressure is

y = 87.19 + 0.54(Age) + 5.38(Male sex)

where 7 is the estimated SBP. The p-values for the tests of
significance for the regression coefficients associated with
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FIGURE 9-7 Specification of Variables for Multiple Linear Regression
Analysis
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age and sex are p = 0.0122 and p = 0.1930, respectively. The
p-values indicate that there is a statistically significant asso-
ciation between age and systolic blood pressure accounting
for sex, but not between sex and systolic blood pressure, once
age is considered. The multiple regression equation indicates
that each additional year of age is associated with a 0.54-unit
increase in systolic blood pressure, holding sex constant, and
that men have higher systolic blood pressures than women by
about 5.38 units, holding age constant.

Example 9.4. We now consider HDL as our dependent or
outcome variable and want to assess the association between
BMI and sex, considered simultaneously, and HDL using the
data in Table 9—1. We again use the Tools/Data Analysis menu
option and select the Regression Analysis tool. When we click
OK, Excel requests specification of the variables for analysis
in the dialog box shown in Figure 9-9.

We first specify the location of the data for our dependent
or outcome variable (y). In this example, the outcome is HDL,

which is contained in cell G1 through cell G41. We then spec-
ify the independent variables (x, and x,), which in this exam-
ple are sex and BMI. The sex data is contained in cell B1
through cell B41 and the BMI data is contained in cell C1
though cell C41. The range “B1:C41” includes both inde-
pendent variables. Because we included the first row of labels
(B1, Cl1, and G1), we click on the Labels box to indicate that
the labels are contained in these cells. We then specify a loca-
tion for the results of the regression analysis. For this example,
we request that Excel place the results in a new worksheet en-
titled Multiple regression 2. The results of the regression analy-
sis are shown in Figure 9-10.

The estimates of the coefficients of the multiple regres-
sion equation are as follows: bo =79.38,b, = —6.31,and b, =
—0.94. The regression equation relating sex and BMI to HDL
is:

y = 79.38 — 6.31(Male sex) — 0.94(BMI)

FIGURE 9-9 Specification of Variables for Multiple Linear Regression\

Analysis

B3 Microsoft Excel - Chaptar9
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/FIGURE 9-10 Results of Multiple Linear Regression Analysis \
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where 7 is the predicted or expected HDL. The p-values for
the tests of significance for the regression coefficients asso-
ciated with gender and BMI are p = 0.0986 and p = 0.0190,
respectively. The p-values indicate that there is a marginally
significant association between sex and HDL (often when
p-values fall in the range of 0.05 to 0.10, they are described
as marginally significant), accounting for BMI, and a statis-
tically significant association between BMI and HDL, ac-
counting for sex. The multiple regression equation indicates
that men have lower HDL than women by about 6.31 units,
holding BMI constant, and that each additional unit of BMI
is associated with a 0.94-unit reduction in HDL.Thus, in-
creased BMI is associated with decreased HDL. Recall that
HDL is the “good cholesterol” and that higher values are
healthier.

It is important to note that for multiple regression analy-
sis, the independent or predictor variables (x;, x,, Xz wee s xp)
must be in adjacent columns in the Excel worksheet. When we
specify the location of the cells containing the independent
variables (i.e., Input x Range text field, Figure 9-9), we specify
the locations of the first and last cells in the adjacent columns
containing the data. For example, suppose in Example 9.3 we
wished to consider sex and diabetes as the independent vari-

ables. To use the Regression Analysis Tool (to correctly specify
these independent variables), we would need to reorganize the
data in the Excel worksheet so that gender and diabetes are in
adjacent columns. This can be done in several different ways. An
easy way is to copy the data from column B and column H into
column K and column L, as shown in Figure 9-11.

To estimate the multiple regression equation, we use the
Tools/Data Analysis menu option and select the Regression
Analysis tool. When we click OK, Excel requests specification
of the variables for analysis in the dialog box shown in Figure
9-12.

We again specify the location of the data for our
dependent or outcome variable (y = HDL), which is con-
tained in cell G1 through cell G41. We then specify the
independent variables (x, and x,, or sex and diabetes), which
are now contained in cell K1 through cell L41. The analysis is
performed as described in Example 9.3 and Example 9.4.

9.3  PRACTICE PROBLEMS

1. Consider the data shown in Table 9-2 measured in a
sample of n = 25 undergraduates in an on-campus
survey of health behaviors. Enter the data into an
Excel worksheet for analysis.
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AABLE 9-2 Data for Practice Problems

~

-

Year in Current Exercise per Average Drinks Cups of Coffee
ID Age Female School GPA Smoker Week (h) per Week per Week
1 18 1 Fr 3.85 1 7 3 3
2 21 0 Jr 3.27 1 3 2 4
3 19 1 So 2.90 0 0 4 7
4 22 0 Sr 3.65 1 0 2 4
5 21 1 Sr 3.41 1 0 1 8
6 20 0 Jr 3.20 0 2 5 8
7 19 1 Jr 2.89 1 1 4 10
8 17 0 Fr 3.75 0 6 0 0
9 18 0 So 4.00 0 6 2 6
10 17 1 So 3.18 0 3 5 7
11 21 0 Jr 2.58 1 3 12 12
12 22 J Sr 2.98 0 2 3 4
13 19 0 Fr 3.16 1 2 0 6
14 21 1 Jr 3.36 1 3 1 2
15 22 1 So 3.72 0 6 3 0
16 19 0 So 3.30 1 4 0 6
17 16 0 Fr 3.28 0 4 0 5
18 22 0 Sr 2.98 0 0 8 'S
19 17 1 Fr 3.90 0 7 0 2
20 20 1 Sr 3.78 1 4 6 2
21 21 1 So 3.26 1 2 3 4
22 23 0 Jr 3.01 0 1 9 7
23 23 0 Sr 3.83 1 5 4 4
24 17 1 Fr 3.76 0 5 2 1
25 22 1 Sr 3.05 0 1 ) b

-

Using the data in Table 9-2, estimate the simple lin-
ear regression equation relating number of cups of
coffee per week to GPA (consider GPA the dependent
or outcome variable).

Using the data in Table 9-2, estimate the simple lin-
ear regression equation relating female gender to GPA
(consider GPA the dependent or outcome variable).

Using the data in Table 9-2, estimate the multiple
linear regression equation relating number of cups
of coffee per week, female gender, and number of
hours of exercise per week, considered simultane-
ously, to GPA (consider GPA the dependent or out-
come variable).
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In Chapter 10 of the textbook we presented hypothesis testing
procedures for situations with small sample sizes and outcomes
that are ordinal, ranked, or continuous and cannot be assumed
to be normally distributed. Nonparametric tests are based on
ranks that are assigned to the ordered data. The tests involve the
same five steps as parametric tests: specifying the null hy-
pothesis and alternative or research hypothesis, selecting and
computing an appropriate test statistic, setting up a decision
rule, and drawing a conclusion.

Four tests were presented in Chapter 10: the Mann—
Whitney U Test for comparing a continuous outcome in two
independent samples, the Sign and Signed Rank tests for com-
paring a continuous outcome in two matched or paired sam-
ples, and the Kruskal-Wallis test for comparing a continuous
outcome in more than two independent samples.

For each test we used the same general approach, a five-
step approach, which is outlined below:

+ Step I: Set up hypotheses (H, and H,) and select a
level of significance, a.

Choose the appropriate test statistic (e.g.,
U, the smaller of the number of positive or
negative signs, or W or H).

Determine the critical value(s) and set up
the decision rule (which depends on «,
the test statistic, and whether the test is
upper-, lower-, or two-tailed).

Compute the test statistic based on observed
sample data.

Draw a conclusion by comparing the test
statistic to the critical value.

 Step 2:

+ Step 3:

+ Step 4:

+ Step 5:

CHAPTER 10

The test statistic (Step 2) varies depending on the specific test.
When we conducted nonparametric tests of hypothesis by
hand in Chapter 10 of the textbook, we ultimately drew a con-
clusion by comparing the test statistic to the critical value,
which was derived from an appropriate probability distribution
table. Critical values can be found in Table 5 through Table 8
of the Appendix. We now use Microsoft Office” Excel” 2003 to
compute the test statistics for each test. Before illustrating the
computation of test statistics with Excel, we first illustrate how
to use Excel to rank data, which is a key component of all non-
parametric tests.

10.1 RANKING DATA

The nonparametric procedures that we describe here follow
the same general procedure. The outcome variable (ordinal, in-
terval, or continuous) is ranked from lowest to highest, and
the analysis focuses on ranks as opposed to the measured or
raw values. For example, suppose we measure self-reported
pain using a visual analog scale with anchors at 0 (no pain)
and 10 (agonizing pain) and record the following in a sample
of six participants (n=6) :

The data are entered into Excel as shown in Figure 10-1.

The ranks, which are used to perform a nonparametric
test, are assigned to the data, which are ordered from smallest
to largest. Notice that the data do not have to be ordered when
they are entered into Excel. The smallest value is assigned a
rank of 1, the next smallest is assigned a rank of 2, and so on.

© Jones & Bartlett Learning, LLC. NOT FOR SALE OR DISTRIBUTION.




/FIGURE 10-1 Observed Data
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The largest value is assigned a rank of n (in this example, n =
6). Excel has a built-in RANK function that assigns ranks to
data. The function is used as follows:

=RANK(value, data range, order)

The value is the address of the cell that we wish to rank.
The data range contains the addresses of the cells containing
the first and last observations in the dataset, separated by a
colon. For example, the data in Figure 10-1 occupy the range
A2:A7. Order is specified as either 0 or 1. Order = 0 indicates
that ranks are assigned in descending order, and order = 1 in-
dicates that ranks are assigned in ascending order. Because we
want to assign ranks from smallest to largest, we specify order
= 1. To rank the data shown in Figure 10-1 in ascending order,
we use the RANK function as follows: “=RANK (value,A$2:
A$7,1)”, where value changes depending on which data point
we wish to rank (i.e., which cell in cell A2 through cell A7).
Notice that we use absolute cell references to indicate the data
range (A$2:A$7) to ensure that the same data range is consid-
ered as we copy the RANK function from cell to cell. The rank
function is specified in cell B2 as “=RANK(A2,A$2:A$7,1)”
and is copied from cell B2 to cell B3 through cell B7 as shown
in Figure 10-2 (Notice the formula in cell B7 showing in the
menu bar).

Using Excel, we rank the data in one step, as opposed to
first ordering the data and then assigning ranks as we did when

il o7
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we assigned ranks by hand. The RANK function ranks the data
in ascending or descending order. However, if there are ties,
the same ranks are assigned to the tied values. For example,
suppose the following are recorded in a sample of six partici-
pants (n=6):

7 7 9 3 0 2

The data are entered into Excel as shown in Figure 10-3, and
the rank function is again invoked as “=RANK(value,A$2:
A$7,1)”. The ranks are shown in Figure 10-3.

Notice that the 4th and 5th ordered values are both as-
signed ranks of 4. In nonparametric testing, we wish to assign

/ FIGURE 10-3 Ranks in Data with

Ties
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/FIGU RE 10-4 Assigning Ranks Accounting for Ties

\

=

{3%] Microsoft Excel -

c2

View Insert Format Tools Data Window Help AdobePDF rank

S04 0w ;s

0 B LU E[EE L

- & =RANK(AZ A52:AST,1)+(COUNT(AS2:AST )+ 1-RANK(AZ AS2 AST 0}-RANK(AZ AS2.AST 1))/2
A [ 8 | @ [ o T E T F ] 6 [ H [ 1 T 4

1] X Ranks _ Ranks Adjusted for Ties
2 7 iati] i5 1

a7 4 45

4 9 6 6
ri 3 3 3
6| o 1 1

Ml 2 2 2

8

9

/

the mean rank to values that are tied. Specifically, we assign
ranks of 4.5 to the two values of 7. To assign mean ranks to the
tied values, we use the following as a correction. In each cell
(see cell C2 in Figure 10-4), we enter “=RANK(A2,A$2:
A$7,1)+(COUNT(A$2:A$7)+1—RANK(A2,A$2:A$7,0)—RANK
(A2,A$2:A$7,1))/2 This formula is then copied from cell C2
to cell C3 through cell C7 as shown in Figure 10-4. (Notice the
formula in cell C2 showing in the menu bar.)

The corrected formula assigns the mean rank to tied val-
ues. As we work through applications, only the formula shown
in column C is needed to assign ranks, as it makes the appro-
priate adjustment to assign mean ranks, when there are ties.

Suppose the following are recorded in a sample of six partici-
pants (n=6):

7 7 7 3 0 2

The data are entered into Excel as shown in Figure 10-5, and
the rank function with the correction factor is specified as
“=RANK(A2,A$2:A$7,1)+(COUNT(A$2:A$7)+1—RANK
(A2,A$2:A$7,0) —RANK(A2,A$2:A$7,1))/2” in cell B2. This
formula is then copied from cell B2 to cell B3 through cell B7
as shown in Figure 10-5.

Notice that there are three values of 7. We assign a rank of
5 (the mean of 4, 5, and 6) to the 4th, 5th, and 6th ordered

/FIGURE 10-5 Ranking Data with Ties
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values. Using this approach of assigning the mean rank when
there are ties ensures that the sum of the ranks is the same in
each sample and always equal to n(n + 1)/2. When conduct-
ing nonparametric tests, it is useful to check the sum of the
ranks before proceeding with the analysis.

10.2 TESTS WITH TWO INDEPENDENT SAMPLES

The Mann—Whitney U test is used to compare a continuous
outcome in two independent samples with small sample sizes
and outcomes that are ordinal, ranked, or continuous and can-
not be assumed to be normally distributed. The hypotheses,
with a two-sided alternative (as is generally the case) are as
follows:

H,: The two populations are equal.

H,: The two populations are not equal.

In Chapter 10 of the textbook, we presented the following
formula for the test statistic, U, in the Mann—Whitney U Test:

) n(n, +1)

Uis the smaller of U, =nn, + ——— — R, and U, = myn,
n,(n, +1) 2
= R,, where R, and R, are the sums of the ranks

in groups 1 and 2, respectively.

When performing the test of hypothesis by hand, we com-
puted the test statistic U and found the appropriate critical
value in Table 5 in the Appendix to set up the decision rule:
Reject H if U = critical value from Table 5. Excel does not
have a specific analysis tool for the Mann—Whitney U test.
However, Excel can be used to assign ranks and compute the
test statistic. The conclusion of the test is based on a compar-
ison of the test statistic to the appropriate critical value from
Table 5 in the Appendix.

Example 10.1. In Example 10.1 in the textbook we ana-
lyzed data from a Phase II clinical trial designed to investigate
the effectiveness of a new drug to reduce symptoms of asthma
in children. A total of 10 participants (n = 10) were random-
ized to receive either the new drug or a placebo. Participants
recorded the number of episodes of shortness of breath over
a 1-week period following receipt of the assigned treatment.
The data are shown below.

Placebo 7 5 6 4 12
New Drug 3 6 4 2 1

The question of interest is whether there is a difference in
the number of episodes of shortness of breath over a 1-week

period in participants receiving the new drug compared to
those receiving the placebo. The hypotheses to be tested are

— >,

given below and we run the test at the 5% level of significance
(i.e., = 0.05).

H,: The two populations are equal.

H,: The two populations are not equal.

The data are entered into Excel as shown in Figure 10-6.

The first step is to assign ranks, and this is done on the
combined or total sample (i.e., pooling the data from the two
treatment groups), and assigning ranks from 1 to 10. Using
Excel, we enter the data for each comparison group and then
rank the pooled sample (n = 10). This is done using the proce-
dure outlined in Section 10.1. Specifically, we use the rank func-
tion with the correction factor to assign ranks to the observed
data in the placebo group and new-drug group, combined.
Recall that we must maintain the group assignments. To per-
form the ranking, we create two new columns—one to contain
the ranks of the data in the placebo group and the other to con-
tain the ranks of the data in the new-drug group (See Figure 10-
7). The first observation in the placebo group is in cell A2. To
rank this value, in cell C2 we specify “=RANK(A2,$A$2:
$B$6,1)+(COUNT($A$2:$B$6) +1—RANK(A2,$A$2:$B$6,0)
—RANK(A2,$A$2:$B$6,1))/2”. This formula is then copied
from cell C2 to cell C3 through cell D6 as shown in Figure 10-
7. Notice that we specify the range of the data as $A$2:$B$6.
Specifically, we use absolute cell references for both the row and
column addresses of the cells containing the data so that when
the formula is copied we continue to rank the observed data,
which is located in cell A2 through cell B6. See the formula for
cell D6 showing in the menu bar.

Before proceeding, we check the assignment of the ranks
by summing the ranks in each group. These are denoted R,
and R,, for the placebo and new-drug groups, respectively.

/'FIGURE 10-6 pata for
Mann-Whitney U Test
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Recall that the sum of the ranks will always equal n(n + 1)/2
=10(11)/2 = 55. This is shown in Figure 10-8.

Thus, R, = 37 and R, = 18. The test statistic for the
Mann-Whitney U Test is denoted U and is the smaller of U,
and U,, defined below.

To compute the test statistic in Excel, we first compute the
sample sizes, n, and n,, using the COUNT function. We spec-
ify the cells we wish to count as follows: “=COUNT(A2:A6)”.
The totals the number of cells in the range of A2 through A6
that contain numeric data (numbers). The computation of
sample sizes is shown in Figure 10-9.

n(n +1 . . .
U =nn, % -R In this example, the sample size of group 1 (n,) is in cell
A C13 and is determined by “=COUNT(A2:A6)”. The sample
n,(n . . . .
U, =nn, + -2 - R, size of group 2 (n,) is in cell D13 and is determined by
2 “=COUNT(B2:B6)”. We now use R,, R,, n,, and n, to com-
a : Arial
et q.ILIK
D10 =SUM(C9:D9 1| Placebo
A B — A 'INES 2 7 3 9 3
1 | Placebo | Mew Drug | Ranks - Placebo | Ranks - New Drug | 3 5 6 ] 7.5
1z 7 3 9 3 : . 6 4 75 45
: 5 6 6 75 4 2 45 2
/ 6 4 75 45 [ 12 1 10 1
50 4 2 45 2
6| 12 1 10 1 ] R1 R2
7 ] 37 18
] R1 R2 10 Sum of Ranks= 65
9 37 18
Sum of Ranks= 55 1 n2
1 5
2
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pute U, and U, using Excel. The computations are shown in
Figure 10-10. The formula used to compute U, in cell D16 is
shown in the top menu bar.

The final step is to produce the test statistic, U, which is the
smaller of U, and U,. This is computed using the MIN (min-
imum) function and shown in Figure 10-11 .

Thus, U = 3. To draw a final conclusion in the test, we
must determine whether the observed test statistic, U, sup-
ports the null or the research hypothesis. This is done by de-
termining a critical value of U such that if the observed value
of U is less than or equal to the critical value, we reject H, in
favor of H,, and if the observed value of U exceeds the critical
value we do not reject H,. The critical value of U is found in
Table 5 in the Appendix. For n; = n, = 5 and a two-sided level
of significance a = 0.05, the critical value is 2, and the decision
rule is to reject H if U = 2. We do not reject H, because 3 >
2. We do not have statistically significant evidence at & = 0.05
to show that the two populations of numbers of episodes of
shortness of breath are not equal.

10.3 TESTS WITH MATCHED SAMPLES

The Sign test and the Wilcoxon Signed Rank test are used to
compare a continuous outcome in two matched or paired sam-
ples with small sample sizes and outcomes that are ordinal,
ranked, or continuous and cannot be assumed to be normally

s sl S T
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distributed. Recall that when data are matched or paired, we
compute difference scores for each individual and analyze dif-
ference scores. The hypotheses for both tests, with a two-sided
alternative (as is generally the case), are as follows:

H,: The median difference is zero.

H,: The median difference is not zero.

In Chapter 10 of the textbook, we presented the Sign test,
where the test statistic is the smaller of the number of positive
or negative signs of the difference scores. When performing
the test of hypothesis by hand, we found the appropriate crit-
ical value in Table 6 in the Appendix to set up the decision
rule: Reject H) if the smaller of the number of positive or neg-
ative signs =< critical value from Table 6. Excel does not have a
specific analysis tool for the Sign test. However, Excel can be
used to compute difference scores, to count the numbers of
positive and negative signs, and to determine the smaller of
the two, which is the test statistic. The conclusion of the test is
based on a comparison of the test statistic to the appropriate
critical value from Table 6 in the Appendix.

In Chapter 10 of the textbook, we also presented the
Wilcoxon Signed Rank test and the test statistic W, which is de-
fined as the smaller of W+ and W—, which are the sums of the
positive and negative ranks of the difference scores, respec-
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tively. When performing the test of hypothesis by hand, we
found the appropriate critical value in Table 7 in the Appendix
to set up the decision rule: Reject H, if W = critical value from
Table 7. Excel does not have a specific analysis tool for the
Wilcoxon Signed Rank test. However, Excel can be used to
compute difference scores, to rank the differences, to attach
the signs, to determine W+ and W—, and to compute the test
statistic W. The conclusion of the test is based on a compari-
son of the test statistic to the appropriate critical value from
Table 7 in the Appendix.

Example 10.2. In Example 10.5 in the textbook, we ana-
lyzed data from a study to assess quality of life (QOL) in pa-
tients with breast cancer following a new chemotherapy
treatment. QOL was measured on an ordinal scale, and for
analysis purposes, numbers were assigned to each response
category as follows: 1 = Poor, 2 = Fair, 3 = Good, 4 = Very
Good, 5 = Excellent. The data are shown in Table 10-1.

The question of interest is whether there is a difference in
QOL after chemotherapy treatment as compared to before.
The test is run at a 5% level of significance and the hypothe-
ses are as follows:

H,: The median difference is zero.
H,: The median difference is not zero.
The data are entered into Excel as shown in Figure 10-12.
We analyze the data using the Sign test. The test statistic

for the Sign test is the smaller of the number of positive or
negative difference scores. We first compute difference scores

/TABLE 10-1 QOL Before and After Chemotherapy\

Treatment
QOL Before QOL After
Chemotherapy Chemotherapy
Patient Treatment Treatment
1 3 2
2 2 3
3 3 4
4 2 4
5 1 1
6 3 4
7 v 4
8 3 3
9 2 1
10 1 3
11 3 4
12 2 3

N J
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by subtracting the QOL measured before treatment from that
measured after (i.e., the measurement in column C minus the
measurement in column B for each participant). The difference
scores are shown in Figure 10-13.

With the Sign test, we only concern ourselves with the
signs of the difference scores. Thus, we take each difference
score in column D and retain only the sign of the difference
score. This is done in Excel using the IF function. Specifically,

/FIGURE 10-13 Dpifference Scores \
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we evaluate each difference score in column D (in cell D2
through cell D13) and retain only the sign of the difference by
using the IF function as follows: IF(condition, result if condition
is true, result if condition is false). For example, we specify the
following in cell E2: “=IF(D2<0,“—"“”)”. The condition de-
termines whether the value in cell D2 is negative (i.e., <0), and
if so the IF function places a negative sign “—” in cell E2; if
not, cell E2 is left blank, “”. We actually wish to assign a posi-
tive sign “+” to a cell with a positive difference and a negative
sign “—”to a cell with a negative difference, and so to do this,
we specify the following in cell E2: “=IF(D2<0,“—",
IF(D2>0,“+",“ ”))”. This IF expression first determines
whether the value in cell D2 is negative and if so, a negative sign
“—”1s placed in cell E2.If not, the expression then determines
whether the value in cell D2 is positive, and if so, places a pos-
itive sign “+” in cell E2. If not, cell E2 is left blank. This is en-
tered into cell E2 and is copied into cell E3 through cell E13 as
shown in Figure 10-14.

Notice that cells E6 and E9 are blank because the differ-
ences are neither positive nor negative, but are equal to zero.
Recall that if there is an even number of zeros in a dataset, we
randomly assign positive and negative signs to them. In this ex-
“—7to patient 5) and
one positive sign (i.e., “+” to patient 8). The signs are entered

ample, we assign one negative sign (i.e.,

directly into cells E6 and E9 as shown in Figure 10-15.

Next, we count the number of positive and negative signs
using the COUNTIF function. The COUNTIEF function counts
the number of cells in a specified range that meet a certain cri-

s vl S I

terion. In this example the number of positive signs is com-
puted as “=COUNTIF(E2:E13,“+”)” and the number of neg-
ative signs is computed as “=COUNTIF(E2:E13,“—")” as
shown in Figure 10-16.

The test statistic is the smaller of the number of positive
or negative signs of the difference scores, which is equal to 3.
The appropriate critical value for the Sign test is found in Table
6 in the Appendix based on the sample size (or number of
matched pairs, n = 12), and our two-sided level of significance
(a = 0.05). The critical value for this two-sided test with n =
12 and & = 0.05 is 2, and the decision rule is as follows: Reject
H, if the smaller of the number of positive or negative signs <
2. We do not reject Hj because 3 > 2. We do not have statisti-
cally significant evidence at & = 0.05 to show that there is a
difference in QOL after chemotherapy treatment compared to
before treatment.

With the Sign test it is possible to compute a p-value for
the test using the binomial distribution. In Chapter 7 of the
Excel workbook, we computed p-values for the parametric
tests analyzing means, proportions, differences in means and
proportions, and mean differences using the Z and ¢ proba-
bility distributions. We use the same approach here.
Specifically, we use Excel to compute the test statistic (with the
Sign test, the smaller of the number of positive or negative
signs) and a p-value, and the investigator then compares the p-
value to the predetermined level of significance to draw a con-
clusion about the hypotheses using the following rule: Reject
H,ifp = a.

/FIGU RE 10-14 Signs of the Difference Scores \
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/FIGURE 10-15 Assigning Signs to Differences of Zero
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The test statistic for the Sign test is the smaller of the num-
ber of positive or negative signs of the difference scores, and it
follows a binomial distribution with # = the number of sub-
jects in the study and p = 0.5. In this example, n =12 and p =
0.5. The two-sided p-value for the testis p =2 X P(x =< 3).In

© Jones & Bartlett Learning,

Chapter 5 of the Excel workbook, we used the BINOMDIST
function to compute probabilities from the binomial distri-
bution. The BINOMDIST function is specified as follows:
“=BINOMDIST (x,n,p,cumulative)”. The first three inputs for
the function are the same as those we use in computing prob-
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abilities by hand with the binomial distribution model (i.e., x,
n, and p). Excel requires one additional input, labeled cumu-
lative. This last argument in the BINOMDIST function is a
logical value (i.e., one whose responses are true or false). We use
the cumulative distribution function by specifying “true” or
do not use the cumulative distribution function by specifying
“false.” The cumulative distribution function returns the prob-
ability of observing x or fewer successes. For example, if we
specify “true” and indicate x = 3 in the function, then Excel
computes P(X = 3). In contrast, if we specify “false” and indi-
cate x = 3 in the function, then Excel computes P(X = 3). We
wish to compute P(X = 3) with n = 12 and p = 0.5. The com-
putation is shown in Figure 10-17. Notice that we indicate the
number of successes (x) as the smaller of E15 and E16, and #
(the sample size for analysis) is determined using the COUN-
TIF function to count the number of positive and negative
signs (see the formula in the top menu bar).

Because p-value = 0.1460 exceeds the level of significance
(e = 0.05) we do not have statistically significant evidence at
a = 0.05 to show that there is a difference in QOL after
chemotherapy treatment compared to before treatment.

Another popular nonparametric test for matched or
paired data is called the Wilcoxon Signed Rank test. Like the

ress it g A
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Sign test, it is based on difference scores, but in addition to an-
alyzing the signs of the differences, it also takes into account the
magnitude of the observed differences.

Example 10.3. In Example 10.7 in the textbook, we ana-
lyzed data from a study to evaluate the effectiveness of an ex-
ercise program in reducing systolic blood pressure in patients
with prehypertension (defined as a systolic blood pressure be-
tween 120 mmHg and 139 mmHg or a diastolic blood pressure
between 80 mmHg and 89 mmHg). A total of 15 patients with
prehypertension enrolled in the study, and their systolic blood
pressures were measured. Each patient then participated in an
exercise training program where they learned proper tech-
niques and execution of a series of exercises. Patients were in-
structed to do the exercise program 3 times per week for 6
weeks. After 6 weeks, systolic blood pressures were again meas-
ured and are shown in Table 10-2.

The question of interest is whether there is a difference in
systolic blood pressures after participating in the exercise pro-
gram compared to before the exercise program. The test is run
at a 5% level of significance and the hypotheses are below:

H,: The median difference is zero.

H,: The median difference is not zero.

/FIGURE 10-17 Computing the p-Value for the Sign Test
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/TABLE 10-2 Blood Pressure Before and After \

Exercise Program
Systolic Blood Systolic Blood
Pressure Before Pressure After
Patient Exercise Program Exercise Program

1 125 118
2 132 134
S 138 130
4 120 124
5 125 105
6 127 130
7 136 130
8 139 132
9 131 123
10 132 128
11 135 126
12 136 140
13 128 135
14 127 126
15 130 132

- &

The data are entered into Excel as shown in Figure 10-18.

We analyze the data using the Wilcoxon Signed Rank test.
The test statistic is W, the smaller of W+ and W—, which are
the sums of the positive and negative ranks, respectively.

We first compute difference scores by subtracting the SBP
measured after the exercise program from that measured be-
fore the exercise program. The difference scores are shown in
Figure 10-19.

The next step is to rank the ordered absolute values of the
difference scores. First, we generate a column of the absolute
values of the difference scores using the ABS (absolute value)
function. The absolute values of the difference scores are shown
in column E in Figure 10-20.

Next we assign ranks from 1 through # to the smallest
through the largest absolute values of the difference scores, re-
spectively, and assign the mean rank when there are ties in the
absolute values of the difference scores using the approach
outlined in Section 10.1. The ranks of the absolute values of the
difference scores are shown in Figure 10-21.

In the next step, we attach the signs (“+” or “—”) of the
observed differences to each rank using the IF function as
shown in Figure 10-22. Specifically, if the difference (value in
column D) is less than zero, the signed rank is equal to —1 X
the rank (in column F). If not, the signed rank is equal to the
rank in column E. Notice that for patient 2 (row 3) the differ-
ence is —2, and thus the signed rank is —2.5.

© Jones & Bartlett Learning, LLC.
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/FIGURE 10-19 pifference Scores
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/FIGURE 10-20 Absolute Values of the Difference Scores\
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We now compute the sums of the positive and negative
ranks, W+ and W—, respectively using the SUMIF function.
The SUMIF function sums the values in a specified range of
cells (e.g., cell G2 through cell G16) that meet a specified
criterion. W+ is the sum of the positive ranks, computed as
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“=SUMIF(G2:G16,“>0”)”. W— is the sum of the negative
ranks, computed as “=ABS(SUMIF(G2:G16,“<0”))”. Notice
that when we sum the negative ranks, we want to sum the ab-
solute values of the negative ranks, which is done using the
absolute value (ABS) function. This is shown in Figure 10-23.

The test statistic is W, the smaller of W+ and W—. W =
31 as shown in Figure 10-24. The critical value of W is found
in Table 7 in the Appendix based on the sample size (n = 15)
and our two-sided level of significance (@ = 0.05). The critical
value for this two-sided test with n = 15 and a = 0.05 is 25, and
the decision rule is as follows: Reject H if W = 25. We do not
reject Hy because 31 > 25. We do not have statistically signifi-
cant evidence at @ = 0.05 to show that the median difference
in systolic blood pressures is not zero (i.e., that there is a sig-
nificant difference in systolic blood pressures after the exer-
cise program as compared to before).

10.4 TESTS WITH MORE THAN TWO
INDEPENDENT SAMPLES

The Kruskal-Wallis test is used to compare medians of a con-
tinuous outcome in more than two independent samples with
small sample sizes when the outcome is ordinal, ranked, or
continuous and cannot be assumed to be normally distrib-
uted. The Kruskal-Wallis test is used to compare medians
among k comparison groups (k > 2) and is sometimes de-

/FIGURE 10-21 Ranking the Absolute Values of the Difference Scores \
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scribed as an ANOVA with the data replaced by their ranks. The
null and research hypotheses for the Kruskal-Wallis nonpara-
metric test are as follows:

H,: The k population medians are equal.

H,: The k population medians are not all equal.

The procedure for the test involves pooling the observations
from the k samples into one combined sample, keeping track
of which sample each observation comes from, and then rank-
ing lowest to highest from 1to N, where N=n, + n, + - + n,.
In Chapter 10 of the textbook, we presented the following
formula for the test statistic, H, in the Kruskal-Wallis test:
k 2
H= LZR—] —3(N +1), where k = the number
N(N +1)3 n,
of comparison groups, N = the total sample size, n ; is the sam-
ple size in the jth group, and R;is the sum of the ranks in the
jth group.

When performing the test of hypothesis by hand, we com-
puted the test statistic H and found the appropriate critical
value in Table 8 in the Appendix to set up the decision rule:
Reject H, if H = critical value from Table 8. Excel does not
have a specific analysis tool for the Kruskal-Wallis test.

However, Excel can be used to assign ranks and to compute
the test statistic. The conclusion of the test is based on a com-
parison of the test statistic to the appropriate critical value
from Table 8.

Example 10.4. In Example 10.8 of the textbook, we ana-
lyzed a clinical study designed to assess differences in albumin
levels in adults following different low-protein diets. Three
diets were compared, ranging from 5% to 15% protein, and the
15% protein diet represents a typical American diet. The al-
bumin levels of participants following each diet are shown in
Table 10-3.

/TABLE 10-3 Albumin Levels in Three Different Di@

5% Protein 10% Protein 15% Protein
3.1 3.8 4.0
2.6 4.1 5.5
2.9 2.9 5.0
34 4.8
4.2

& J
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The question of interest is whether there is a difference
in albumin levels among the three different diets. The test is
run at a 5% level of significance, and the hypotheses are as
follows:

H,: The three population medians are equal.

H,: The three population medians are not all equal.

The data are entered into Excel as shown in Figure 10-25.

To conduct the test we assign ranks using the procedures
outlined in Section 10.1. This is done on the combined or total
sample (i.e., pooling the data from the three comparison
groups), and ranks are assigned from 1 to 12. We also need to
keep track of the group assignments in the total sample (n =
12). The ranks are shown in Figure 10-26.

/FIGURE 10-25 0sta for the
Kruskal-Wallis Test

L]Microsoﬂ!ncd - Chapter 10,
E‘,_‘.[Ble (Edit View [nsert Format Tools

Notice that the range of the data specified in the RANK
function is $A$2 through $C$6 (see formula in the top menu
bar). To compute the test statistic H, we need the sum of the
ranks in each group, R - These are denoted R}, R), and R, and
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Figure 10-28.

The test statistic for the Kruskal-Wallis test is denoted H
and is defined as follows:

12 ORE R}
H = m;n] 3(N +1)

To compute the test statistic in Excel, we first compute the
sample sizes in each group, n , using the COUNT function. We

@GURE 10-27 Summing the Ranks in Each Group \
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@GURE 10-29 Determining Sample Sizes
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also sum the sample sizes to compute the total sample size N.
This is shown in Figure 10-29.

We now use R, 1, and N to compute the test statistic H
using Excel. The formula to compute the test statistic H in cell
E15 is shown in the top menu bar in Figure 10-30. Thus, H =
7.52. To draw a final conclusion of the test, we must determine
whether the observed test statistic, H, supports the null or the
research hypothesis. This is done by determining a critical
value of H such that if the observed value of H is greater than
or equal to the critical value, we reject H, in favor of H,, and
if the observed value of H is less than the critical value, we do
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not reject H,. The critical value of H can be found in Table 8
in the Appendix. For n, = 3, n, = 5, and ny =4 and a level of
significance of a = 0.05, the critical value is 5.656, thus we re-
ject H, because 7.52 = 5.656. We have statistically significant
evidence at @ = 0.05, to show that there is a difference in me-
dian albumin levels among the three different diets.

As we described in Chapter 10 of the textbook, if there
are three or more comparison groups and five or more obser-
vations in each of the comparison groups, it can be shown that
the test statistic H approximates a ydistribution with df =
k — 1. Thus, in a Kruskal-Wallis test with three or more com-
parison groups and five or more observations in each group,
it is possible to compute a p-value for the test using the x> dis-
tribution. Specifically, we use Excel to compute the test statis-
tic H and a p-value, and the investigator then compares the
p-value to the predetermined level of significance to draw a
conclusion about the hypotheses using the rule: Reject H, if p
= «. The following example illustrates this situation.

Example 10.5. In Example 10.9 of the textbook, we com-
pared anaerobic thresholds of elite athletes. The data in Table
10-4 are anaerobic thresholds for distance runners, distance
cyclists, distance swimmers, and cross-country skiers.

The question of interest is whether there is a difference in
anaerobic thresholds among the different groups of elite ath-
letes. The test is run at a 5% level of significance and the hy-
potheses are as follows:

H,: The four population medians are equal.

H,: The four population medians are not all equal.

The data are entered into Excel as shown in Figure 10-31.

To conduct the test we assign ranks using the procedures
outlined in Section 10.1. This is done on the combined or total
sample (i.e., pooling the data from the four comparison

/TABLE 10-4 Anaerobic Thresholds \
Distance Distance Distance = Cross-Country
Runners Cyclists Swimmers Skiers

185 190 166 201
179 209 159 195
192 182 170 180
165 178 183 187
174 181 160 215

& J
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/FIGU RE 10-30 Computing the Test Statistic H
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groups), and ranks are assigned from 1 to 20. We also need to
keep track of the group assignments in the total sample (n =
20). The ranks are shown in Figure 10-32.

Notice that the range of the data specified in the RANK
function is $A$2 through $D$6 (see formula in the top menu
bar). To compute the test statistic H, we need the sum of the
ranks in each group, R - These are denoted R,, R), R;, and R,
and are shown in Figure 10-33. Recall that the sum of the ranks
will always equal n(n + 1)/2 = 20(21)/2 = 210. This is shown
in Figure 10-34.

The test statistic for the Kruskal-Wallis test is denoted H
and is defined as follows:
2

12 &R
H=|——Y—~L
N(N +1)

i N
j=r

—-3(N+1)

To compute the test statistic in Excel, we first compute the
sample sizes in each group, n s using the COUNT function. We
also sum the sample sizes to compute the total sample size N.
This is shown in Figure 10-35.

/FIGURE 10-32 Ranking the Data in the Pooled Sample

| 5] Microsoft Excel - Chapter 10
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A B | c | D | E | E | G | H | 1
Distance = Distance = Distance Cross- Ranks- Ranks- Ranks- Ranks-
Runners = Cyclists | Swimmers Country Distance Distance Distance Cross-Country
Skiers Runners Cyclists | Swimmers | Skiers
185 190 166 201 13 15 | 4 | 18
179 209 159 195 | B 19 | 1 | 17
192 182 170 180 16 1" 5 9
165 178 183 187 3 7 12 14
174 181 160 215 [ 10 2 I 20 !

4
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A B c D E F | G i
Distance = Distance Distance Cross Ranks- Ranks- Ranks- Ranks-
Runners =~ Cyclists | Swimmers | Country Distance Distance Distance Cross-Country
§ \ Skiers Runners Cyclists | Swimmers Skiers |
(2] 185 190 | 166 | 201 13 T R SR A | DR I
R 7 2oy T|RI1587 T [Ohes 8 B NOT FORSALEORDISTH
4 192 182 170 180 16 1 5 9
165 178 183 187 3 T 12 14
174 181 160 215 ] 10 2 20
R1 R2 R3 R4
46 62 24 i 78 1

Dist Dist Dist Cross Ranks- Ranks- Ranks- Ranks- |
Runners = Cyclists | Swimmers | Country Distance Distance Distance | Cross-Country |
1 Skiers R Cyclists Swimmers Skiers
2 185 190 166 201 13 15 4 18
178 209 159 195 8 19 1 17
(4] 192 | 182 170 180 5 G Y= WPYRL P - DR L T
165 [ 178 183 187 3 ¥ | 12 14 }
174 l 181 160 215 6 10 | 2 20 f

We now use R, n, and N to compute the test statistic H
using Excel. The formula to compute the test statistic H in cell
G15 is shown in the top menu bar in Figure 10-36.

Thus, H = 9.11. We can now compute a p-value for the

test using the y? distribution and the CHIDIST function in
Excel. The CHIDIST function requires specification of the test

statistic (H in this case) and the degrees of freedom. The de-
grees of freedom is defined as k — 1, where k is the number of
comparison groups. Computation of the p-value for the test is
shown in Figure 10-37.

Because the p-value = 0.0278 is less than the level of
significance (a = 0.05), we reject H. We have statistically
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/FIGU RE 10-37 Computing the p-Value Using the Chi-Square Distribution
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significant evidence at & = 0.05 to show that there is a differ- days in the 12 months prior to the start of the well-
ence in median anaerobic thresholds among the four different ness program and again over the 12 months after the
groups of elite athletes. completion of the program are recorded and are
shown in Table 10-5. Is there a significant reduction
10.5 PRACTICE PROBLEMS in the number of sick days taken after completing the
1. A company is evaluating the impact of a wellness pro- wellness program? Use the Sign test at a 5% level of
gram offered on-site as a means of reducing employee significance.
sick days. A total of 8 employees agree to participate 2. Using the data in Problem 1, assess whether there is
in the evaluation, which lasts 12 weeks. Their sick there a significant reduction in the number of sick
days taken after completing the wellness program
using the Wilcoxon Signed Rank test at a 5% level of
. significance.
/TABLE 10-5 Data for Practice Problems 1 and 2 \ o
3. A small study (n = 10) is designed to assess whether
there is an association between smoking in pregnancy
Sick Days Taken Sick Days Taken and low birth weight. Low-birth-weight babies are
in 12 Months in 12 Months those born less than 5.5 pounds. The following data
Employee Prior to Program Following program represent the birth weights (in pounds) of babies
1 8 7 born to mothers who reported smoking in pregnancy
2 6 6 and to those who did not.
3 4 5
4 12 11 .
- 0 - Mother smoked in pregnancy 50 42 4.8 33 39
6 8 4 Mother did not smoke
; g i during pregnancy 51 49 53 54 4.6

g
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Is there a significant difference in birth weights be-
tween mothers who smoked during pregnancy and
those who did not? Run the appropriate test at a 5%
level of significance.

4. The following data represent the number of play-
ground injuries occurring among children aged 5 to
9 years over a 3-month period in 12 playgrounds in
and around the neighborhoods of Boston. Play-
ground injuries include fractures, internal injuries,
lacerations, and dislocations. The question of inter-
est is whether there are differences in the numbers of
injuries at playgrounds in various locations. The data
below represent the numbers of injuries recorded at
four randomly selected playgrounds located on
school properties, at day-care centers, and in resi-
dential neighborhoods.

39 51

School properties 42 29

Day-care centers 28 25 30 15

Residential neighborhoods 28 16 25 22
Run the appropriate test at a 5% level of significance.

5. The recommended daily allowance of Vitamin A for
children between 1 and 3 years of age is 400 micro-
grams (mcg). Vitamin A deficiency is linked to a
number of adverse health outcomes including poor
eyesight, susceptibility to infection, and dry skin. The
following are Vitamin A concentrations in children
with and without poor eyesight, a history of infec-
tion, and dry skin.

With poor eyesight, a
history of infection,
and dry skin

270 420 180 345 390 430

Free of poor eyesight,
a history of infection,
and dry skin 450 500 395 380 430

Is there a significant difference in Vitamin A concen-
trations between children with and without poor eye-

/TABLE 10-6 Data for Practice Problem 6 \
Total Cholesterol Total Cholesterol
Participant Before Treatment After Treatment
1 250 241
2 265 260
3 240 253
4 233 230
5 255 224
6 275 227
7 241 232

\_ )

sight, a history of infection, and dry skin? Run the
appropriate test at a 5% level of significance.

6. A study is conducted to assess the potential benefits
of an ayurvedic treatment to reduce high cholesterol.
Seven patients agree to participate in the study. Each
has their cholesterol measured at the start of the study

and then again after 4 weeks taking a popular herb
called arjuna (see Table 10-6). Is there a significant
difference in total cholesterol after taking the herb?
Use the Sign test at a 5% level of significance.

7. Using the data in Problem 6, assess whether there is
there a difference in total cholesterol after taking the
herb using the Wilcoxon Signed Rank test at a 5%
level of significance.

8. An investigator wants to test if there is a difference
in endotoxin levels in children who are exposed to
endotoxin as a function of their proximity to operat-
ing farms. The following are endotoxin levels in units
per milligram of dust sampled from children’s mat-
tresses, organized by children’s proximity to farms.

Within 5 miles 54 62 78 90 70
5-24.9 miles 28 42 39 81 65
25-49.9 miles 37 29 30 50 53
50 miles or more 36 19 22 28 27

Run the appropriate test at a 5% level of significance.
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In Chapter 11 of the textbook we presented techniques to an-
alyze time-to-event data, or survival data. Because of the
unique features of survival data, most specifically the presence
of censoring, special statistical procedures are necessary to an-

alyze these data. In survival analysis applications, it is often of
interest to estimate the survival function, or survival proba-
bilities over time. We presented two popular nonparametric
techniques called the life table or actuarial table approach and
the Kaplan—Meier approach to constructing cohort life tables
or follow-up life tables. Both approaches generate estimates of
the survival function which can be used to estimate the prob-
ability that a participant survives to a specific time (e.g., 5 or
10 years) or the median survival time. Microsoft Office” Excel”
2003 does not have a built-in analysis tool to construct a fol-
low-up life table. Here we use Excel to program the formulas
to estimate survival probabilities and to generate graphical dis-
plays of survival functions.

It is also often of interest to assess whether there are sta-
tistically significant differences in survival between groups, i.e.,
between competing treatment groups in a clinical trial, or be-
tween men and women, or between patients with and without
a specific risk factor in an observational study. There are many
statistical tests available; in Chapter 11 of the textbook we pre-
sented the log-rank test, which is a popular nonparametric test
to compare survival between two independent groups. It makes
no assumptions about the survival distributions and can be
conducted relatively easily using life tables based on the
Kaplan—Meier approach. Again, Excel does not have a built-in
analysis tool to conduct the log-rank test. However, we use
Excel to program the computation of the test statistic and to
determine a p-value which can be used to assess the statistical
significance of the difference in survival between groups.

In Chapter 11 of the textbook we also discussed Cox pro-
portional hazards regression analysis, which is a popular mul-
tivariable technique to estimate the effect of several risk factors,
considered simultaneously, on survival. Excel does not have
the capability to estimate the parameters of the Cox propor-
tional hazards model. Interested readers should see Allison!
for details regarding the estimation of parameters in a Cox
proportional hazards regression model using SAS®.

11.1 ESTIMATING THE SURVIVAL FUNCTION

There are several different ways to estimate a survival func-
tion or a survival curve. A number of popular parametric
methods are used to model survival data, and they differ in
terms of the assumptions that are made about the distribu-
tion of survival times in the population. In Chapter 11 of the
textbook, we focused on two nonparametric methods, the ac-
tuarial or life table approach and the Kaplan—Meier approach,
which made no assumptions about how the probability that a
person develops the event changes over time. The approaches
are summarized here and their implementation is illustrated
using Excel.

With the actuarial or life table approach, we first organize
the observed follow-up times into equally spaced intervals. We
might, for example, consider 1-, 2-, or 5-year intervals de-
pending on the duration of the follow-up. We then sum the
number of participants who are at risk at the beginning of
each interval, the number who suffer the event of interest, and
the number who are censored or lost to follow-up in each in-
terval. We compute the proportions who suffer the event of
interest and who do not in each interval, and then we compute
the survival probability. The notation we presented in Chapter
11 of the textbook is summarized as follows:
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N, = number of participants who are event-free and
considered at risk during interval ¢

D, = number of participants who suffer the event of
interest during interval ¢

C, = number of participants who are censored during
interval ¢

N, = average number of participants at risk during interval

t,N,. =N, C,/2

q, = proportion suffering the event of interest during
interval t, g, = D/N,.

p, = proportion remaining event-free during interval ¢, p, =
l-gq,

S, = proportion remaining event-free past interval t, S
Pq X Sp where S = 1.

t+1 =

With the Kaplan—Meier approach, we do not consider
equally spaced intervals; instead, we re-estimate the survival
probability at each observed event time. At each observed time
(event time or censored time), we compute the number of par-
ticipants at risk at that time (N,), the number of deaths at that
time (D,), the number censored (C,), and the survival proba-
bility (S,). The survival probabilities are computed using S, ,
=S§,X((N,;;=D,,;)IN,,,). It is important to note that the cal-
culations using the Kaplan—-Meier approach are similar to those
using the actuarial life table approach. The main difference is
the time intervals. With the actuarial life table approach we
consider equally spaced intervals, while with the Kaplan—Meier
approach we use observed event times and censoring times.

Example 11.1. In Example 11.2 in the textbook, we ana-
lyzed a small prospective cohort study with death as the pri-
mary outcome. The study involved participants who were 65
years of age and older who were followed for up to 24 years.
The study involved 20 participants (n = 20) who were enrolled
over a period of 5 years and followed until death, until the
study ended, or until they dropped out of the study (lost to
follow-up). The data are shown in Table 11-1. We use Excel to
construct a life table using the actuarial approach. The data are
entered into Excel as shown in Figure 11-1.

To construct the life table, we create two new variables.
The first is the observed time (either year of death or year of last
contact). We create the time variable in column D, and we use
the IF function to copy either the year of death or the year of last
contact from column A or B, respectively, depending on which
was measured. Specifically, in cell D2 we enter “=IF(A2>0,
A2,B2)”. Recall that the IF function checks the specified crite-
rion (in this case, whether A2>0). Here, if the criterion is met,
then the value of A2 is placed in cell D2, otherwise the value of
B2 is placed in cell D2. The formula is then copied from cell D2
into cell D3 through cell D21 (see the formula in the top menu
bar for the entry in cell D21 in Figure 11-2).

HABLE 11-1 Year of Death or Year of Last Contact \

Participant Year of Year of
Identification Number Death Last Contact
1 24
2 3
3 11
4 19
5 24
6 13
7 14
8 2
9 18
10 17
11 24
12 21
13 12
14 1
15 10
16 23
17 6
18 5
19 9
20 17

- J

We now create an indicator variable (coded 0 or 1) to indi-
cate whether the participant suffered the event of interest (death
in this example) or not. We again use the IF function, and if a
year of death is recorded in column A we assign a 1; otherwise,
we assign a 0 to indicate that the observed time is censored. The
event variable is created in column E as shown in Figure 11-3.

Using Excel, we now construct the life table using the time
variable and the event indicator. (It is not necessary to sort the
data to construct the table, although the data sorted by time
does facilitate interpretation.)

To construct the life table, we first organize the follow-up
times into equally spaced intervals. In this example we have a
maximum follow-up of 24 years, and we consider 5-year in-
tervals (0—4 years, 5-9 years, 10—14 years, 15-19 years, and
20-24 years). In Excel we now create two new variables that in-
dicate the start and end of each interval. The start and end of
the desired intervals are entered into columns G and H, re-
spectively, as shown in Figure 11-4.

Next, we sum the number of participants who are alive at
the beginning of each interval (N,), and the number who die
(D,) and the number who are censored (C,) in each interval.
To compute these sums, we use the COUNTIF function. For
example, to compute the number of participants alive at the
beginning of each interval we specify “=COUNTIF(D2:
D21,“>="start of interval)”, where D2:D21 refers to the range
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A B C
Year of | Year of Last
1 | Death Contact
2 24
B 3
4 1"
19
24
13
B 14
9 2
10 18
a1 17
£ 24
12 21
14 12
15 1
6 10
7| 23
18 6
E 5
9
21 17

=IF(A21>0,1,0)

cnsns s A TR

4 | Death Contact Time
2 24 24
3l 3 3
4 1 1
- 19 19
6 24 24
7 13 13
8 14 14
) 2 2
10 18 18
| 11 17 17
1 24 24
13 2 21
14 12 12
15 1 1
16 10 10
17 23 23

A ] B C D [ |
Yearof  Year of Last Event

B Death |  Contact Time | (1=death, O=censored)
| 2 | 2 24 0
g 3 3 1
: 1 1 0
: 19 19 0
; 2 24 0
T 13 13 0
(8] 1 i1} 1
| 9 | 2 2 0
10 18 18 0
1 17 17 0
g 24 24 (
|13 E 221 21 (
14 [ 12 2
DT FOR SATFE ORIDISTRIBUT HON
| 16| 10 10, 0
17 23 23 1
18 6 6 0
18] 5 5 1
20 9 9 0

17 17 | 1
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of the observed times, and start of interval refers to the value
in cell G2 through cell G6. We illustrate the computation of N,
for each interval in Figure 11-5.

Note in cell I6, we specify “=COUNTIF(D$2:D$21,“>="
&G6)”. We use absolute cell references to indicate the data
range (i.e., D$2:D$21) so that when the formula is copied
from cell 12 to cell 16 we continue to count the same data.
The second argument to the COUNTIF function is the cri-
terion we wish Excel to consider. Specifically, for each inter-
val we want to count all times that are greater than or equal
to the start of the interval. In row 6 this is indicated by “>="
&G, for example. To consider a cell reference in the criterion
of the COUNTIF function, we include “&” before the cell
address.

We now sum the number of participants who die (D,) in
each interval. We again use the COUNTIF function. However,
we sum the number of participants with year of death in each
interval as follows. For interval 1 (0—4 years), we sum the num-
ber of deaths that occur between 0 and 4 years of follow-up
(i.e., if 0 < year of death < 4). To implement the two criteria
(year of death greater than or equal to 0 years and year of death
less than or equal to 4 years), we first sum the number of par-
ticipants with year of death greater than or equal to 0 years

and then subtract the number of participants with year of
death greater than 4 years. Specifically, in cell J2 we enter
“=COUNTIF(A$2:A$21,“>="&G2) — COUNTIF(A$2:A$21,
“>”&H2)”. We then copy this formula from cell J2 into cell J3
through cell J6, as shown in Figure 11-6.

We use the same approach to sum the number of partic-
ipants who are censored (C,) in each interval. We again use
the COUNTIF function. However, we sum the number of par-
ticipants with year of last contact in each interval as follows. For
interval 1 (0—4 years), we sum the number of participants with
year of last contact between 0 and 4 years of follow-up (i.e., if
0 < year of last contact < 4). Specifically, in cell K2 we enter
“=COUNTIF(B$2:B$21“>="&G2) — COUNTIF(B$2:B$21,
“>”&H?2)”. We then copy this formula from cell K2 into cell K3
through cell K6, as shown in Figure 11-7.

We now compute N,., the average number of participants
at risk in each interval using N,. = N, — C,/2. This is shown in
Figure 11-8.

Next we compute the proportion who suffer the event of
interest in each interval (in this example, the proportion who
die), g, = D/N,.. This is shown in Figure 11-9.

Next we compute the proportion who remain event-free
in each interval, p, = 1 — g,. This is shown in Figure 11-10.

/FIGURE 11-5 Computing the Number at Risk, N, \
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The final step is to compute the survival probabilities, S,
using S, = p,,, X S, Recall, S = 1 and thus we compute the
survival probability for the first interval by specifying “=N2*1”
in cell O2. The survival probabilities for the subsequent inter-
vals use the formula S, , = p,,, X S,, as shown in Figure 11-11.

While it is tedious to construct the life table the first time,
once the structure is entered into Excel, construction of life
tables for new datasets is relatively easy. Only the data range in
the formulas must be modified.

Example 11.2. Consider a prospective cohort study where
30 participants (n = 30) are enrolled and followed until time of
death, until the study ends, or until they drop out of the study
(i.e., are lost to follow-up). The data are shown in Table 11-2,
and follow-up times are measured in years.

We use Excel to construct a life table using the actuarial ap-
proach and the template we developed for Example 11.1. We
first copy the worksheet with all of the formulas we developed

mBLE 11-2 Year of Death or Year of Last Contact \

Participant Year of Year of
Identification Number Death Last Contact
1 19
2 21
3 6
4 34
5 7
6 23
7 12
8 18
9 11
10 23
11 12
12 28
13 29
14 32
15 17
16 19
17 21
18 29
19 19
20 30
21 30
22 16
23 21
24 21
25 28
26 18
27 3
28 24
29 9
30 27

A /

/FIGURE 11-12 Data for Life Table \

Using Actuarial Approach

i3] Fle Edit View Inset Format Tools Data Window Help
o M W= W W e - W Y S A R

- A =IF(A31>0,1,0)

| B [cf o ] E

Yearof | Year of Last Event

1| Death Contact Time (1=death, O=censored)
| 19 19 0
3 21 2 0
4| © 6 1
5 | 34 kL 0
5 7 7 0
7 bx] 23 0
EX 12 12 0
9 | 18 18 0
0] 1 1 0
(11] 23 23 0
] A7 12 1
13 28 28 0
14 29 29 0
15| 32 2 0
(16| 17 17 0
17 19 19 0
18| 21 2 0
19| 29 29 0
20| 19 19 1
[21] 30 30 0
27| 30 30 0
23 16 16 0
(24| 21 21 1
(25| 21 21 0
26| 28 28 0
27| 18 18 0
28| 3 3 1
29| 24 2 0
30| 9 ] 1
31 27 27| 0
32

for Example 11.1 and enter the data above into the worksheet
as shown in Figure 11-12.

Notice that we copied the formulas from cells D21 and
E21 into cells D22 and E22 through cells D31 and E31 (see
Figure 11-3) to accommodate the larger sample size. Because
the follow-up times extend to 34 years, we need to add two
additional time intervals to our life table. Specifically, we add
25-29 and 30-34 years to cells G7-H7 and G8-HS8, respec-
tively. In addition, we must update the data range from 21 rows
to 31 rows for the computations of N, D, and C,in columns
L, J, and K, respectively (see Figure 11-5 through Figure 11-7).
Finally, we copy the formulas to compute N, q,, p, and S, in
cell L6 through cell O6 into cell L7 through cell O8. The life
table for the data in Example 11.2 is shown in Figure 11-13.

We now illustrate the Kaplan—Meier approach to estimate
survival probabilities using Excel.

Example 11.3. Consider again Example 11.1 (Example
11.2 in the textbook), where we analyzed a small prospective
cohort study with death as the primary outcome. The study in-
volved 20 participants (n = 20) who were 65 years of age and
older, who were followed for up to 24 years until they died,
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/FIGURE 11-13 The Life Table Using Actuarial Approach
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)

until the study ended, or until they dropped out of the study
(were lost to follow-up). The data are shown in Table 11-1.

We now use Excel to construct a life table using the
Kaplan—Meier approach. The data were entered into Excel as
shown in Figure 11-1 and the two new variables, time and an
indicator of event status (event) were created as shown in
Figure 11-2 and Figure 11-3, respectively.

The first step is to sort the data by the time variable (col-
umn D). This is done by highlighting the data (column A
through column E) and choosing Sort under the Data option
from the top menu bar, as shown in Figure 11-14.

Once we select the Sort option, Excel presents the dialog
box shown in Figure 11-15. We specify that the primary sort
variable is time and that we want the data sorted by time in as-
cending order. We specify that we then wish to sort the data by
the variable event and that we want the data also sorted by
event in descending order. This is shown in Figure 11-15.
Notice that we also indicate that there is a Header row in the
dataset (option at bottom of dialog box). When we indicate
that there is a Header row, Excel unselects the first row. When
we click OK, Excel produces the data shown in Figure 11-16.

Using the sorted data, in particular the time and event
variables, we now construct the life table using the Kaplan—
Meier approach. Specifically, we compute the number at risk,
N; the number of deaths, D; the number censored, Cps and
the survival probability, Sp for each time. First, we compute
the number at risk, N,, using the COUNTIF function.
Specifically, for each time, we count the number of partici-
pants whose observed time is greater than or equal to the cur-
rent time. For example, at time 1 (1 year), there are 20
participants at risk (i.e., 20 participants who survive one year
or more). To compute the number at risk at the first observed
time, we enter the following into cell G2: “=COUNTIF(D$2:
D$21“>="&D2)”. We then copy this formula from cell G2 into
cell G3 through cell G21 as shown in Figure 11-17.

Next we compute the number of events (deaths) at each
time, D, This is done using the IF function. Specifically, at
each time, if the event (column E) occurs (event = 1), then we
count that event. If the event does not occur (event = 0), we do
not. In cell H2 we enter “=IF(E2=1,1,0)”. Recall that the IF
function checks the specified criterion (in this case whether
E2 =1). Here, if the criterion is met then a “1” is placed in cell
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H2, otherwise a “0” is placed in cell H2. This is shown in Figure
11-18, and the formula is copied from cell H2 into cell H3
through cell H21.

Next we compute the number of participants who are cen-
sored at each time, C,. This is again done using the IF function.
Specifically, at each time, if the event (column E) is coded 0
(censored) then we count that event as censored. For example,
in cell 12 we enter “= IF(E2=0,1,0)". This is shown in Figure
11-19, and the formula is copied from cell 12 into cell 13
through cell I121.

The final step is to compute the survival probabilities using
S;1=S,x((N,,; =D, ,)/N,,,). Before computing the survival
probabilities at each time, we first insert a row to represent the
start of the study (i.e., baseline or time = 0) using the Insert Row
option on the top menu bar. In cell D2 we enter 0 (i.e., time =
0),and in cell ]2 we enter 1 (i.e., survival probability = 1, Sy=1).
The survival probabilities for each subsequent time are then
computing using the formula S, , = S, x (N,,, = D,,,)/N,, ),
as shown in Figure 11-20 (see formula in the top menu bar).
Notice that the survival probabilities only change when there
are observed events (in this example, deaths). Censored times do
not affect the estimates of the survival probabilities.

Again, while it is tedious to construct the life table using
the Kaplan—Meier approach the first time, once the structure
is entered into Excel, construction of life tables for new datasets
is relatively easy. The new data need to be entered and sorted,
and only the data range in the formulas needs to be modified.

@GURE 11-18 Computing the Number of \

s e s A IR

In Chapter 11 of the textbook, we also computed stan-
dard errors of the survival estimates. Several formulas are
used to produce standard errors; we discussed Greenwood’s

D
formula, SE(S,) = S, /ZN(N—tD)’ where the quantity

Dt
where the quantity N(N -D) (N —D) is summed for numbers at
t t t

risk (N,) and numbers of deaths (D,) occurring through the
time of interest (i.e., cumulative, across all times before the
time of interest). In Example 11.4 we use Excel to compute
standard errors for the survival estimates for the data in
Example 11.3. We also produce 95% confidence intervals for
the survival probabilities using S, £ 1.96 X SE(S,).

Example 11.4. Consider again Example 11.3, where we
analyzed a small prospective cohort study with death as the
primary outcome. The study involved 20 participants (n = 20)
who were 65 years of age and older who were followed for up
to 24 years until they died, until the study ended, or until they
dropped out of the study (i.e., were lost to follow-up). Using
Excel, we estimated the survival function as shown in Figure
11-20. We now use Excel to compute standard errors and 95%
confidence limits for the estimates of the survival probabilities.

Before we begin to add the computations, we first hide
column A through column D of the spreadsheet to allow for
better visualization of the additional columns needed for the
computations of the standard errors and confidence limits.

@GURE 11-19 Computing the Number Censored, C, \

Events (Deaths), D,
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This is done using the Hide Column option under Format on
the top menu bar as shown in Figure 11-21.

We now create the quantity D,/N,(N, - D,) at each time as
shown in Figure 11-22 (see formula in cell K22 showing in the
top menu bar).

Next we sum the quantities in column K

t

NN, -D)
through each time of interest (i.e., cumulative, across all times
before the time of interest). This is done using the SUM func-
tion. For example, in cell L3 we enter “=K3”. In cell L4, we enter
“=K4+L3”. We then copy the formula in cell L4 into cell L5
through cell L22, as shown in Figure 11-23.

The next step is to compute the standard error for each

time SE(S,) = . Specifically, we multiply

D
S, z—t
Nt (Nt ~ Dt)
the survival probability (column J) by the square root of the
D
fth titi ———— (column L) to prod
sum of the quantities sz(Nf ~D) (column L) to produce

the standard errors at each time. This is shown in Figure 11-24.

The next step is to compute the margins of error for the
95% confidence intervals using 1.96 X SE(S,). This is shown in
Figure 11-25.

/FIGURE 11-22 Computing the Standard Errors
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/FIGURE 11-23 Computing the Standard Errors \
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The last step is to produce the 95% confidence limits using
the formula point estimate = margin of error. In this case, we use
S, 1 1.96 x SE(S,). In Figure 11-26 we create two new variables
representing the lower and upper limits of the 95% confidence
interval, respectively. The lower limit is computed by subtract-
ing the margin of error (column N) from the survival probability
(column J), and the upper limit is computed by adding the mar-
gin of error (column N) to the survival probability (column J).
The limits are computed in Figure 11-26.

11.2 PLOTTING A SURVIVAL FUNCTION

A graphical display of the survival function is a very useful
means of reporting or presenting survival information. A
graphical display of the Kaplan—Meier survival curve can be
produced from the life table we created using Excel.

Example 11.5. Consider again Example 11.3 where we an-
alyzed a small prospective cohort study with death as the pri-
mary outcome. The study involved 20 participants (n = 20)
who were 65 years of age and older who were followed for up
to 24 years until they died, until the study ended, or until they
dropped out of the study (i.e., were lost to follow-up). Using
Excel we estimated the survival function as shown in Figure 11-
20. We now use Excel to create a graphical display of the sur-
vival function.

In Chapter 11 of the textbook, we presented graphical dis-
plays of survival functions which we produced in Excel and
showed time along the x-axis and the survival probabilities along
the y-axis. In order to produce the graphical displays, which take
the form of step functions, some manipulation of the data is re-
quired. Here we detail the steps needed to produce the displays.

The data for the graphical display are shown in Figure
11-27. The key data elements are the time (column D) and
the survival probability (column J). Notice that the observed
data (entered in column A and column B) as well as a blank
column C are hidden.

Excel has a number of built-in graphical displays which are
available using the Chart Wizard (see Chapter 3 of the work-
book for examples using the Chart Wizard). We use the Chart
Wizard here to produce the displays of the survival function.
However, we first need to do some formatting of the data. To
illustrate why the formatting is needed, consider the following.
Suppose we open the Chart Wizard by clicking the chart icon
in the top menu bar. This is shown in Figure 11-28.

Once we select the Chart Wizard, Excel opens a dialog box
with various options. We first select the chart type. In this case,
we select the XY (Scatter) type from the list on the left and
then the bottom left option from the chart sub-types. Once
we click Next, Excel then asks for the range of the data for the
display (see Figure 11-29). In the Data Range input field, we
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specify “D1:D22,J1:J22”. The data for the x-axis (time) is con-
tained in column D, and the data for the y-axis (survival prob-
ability) is contained in column J.

As soon as the data range is entered, Excel shows a pre-
liminary version of the graph in the upper portion of the dia-
log box. Once we click Next, Excel then asks for a chart title as
well as labels for the x- and y-axes (see Figure 11-30).

We enter the chart title and the labels for the x- and y-
axes. When we click Next, Excel then asks where we would like
to place the display. The options are a new worksheet in the
current Excel workbook or an object (an overlay) on the cur-
rent worksheet. In Figure 11-31 we select a new worksheet and
provide a name for the new worksheet. We click Finish, and
Excel generates the new worksheet containing the display
shown in Figure 11-32.

We will make a number of formatting changes in the dis-
play prior to presenting it. However, notice that the display is

not a step function. The survival curve connects observed
changes in survival over time using diagonal lines (i.e., using
interpolation). We do not wish to interpolate; instead, we want
to show steps, i.e., vertical lines from an observed survival
probability connecting to a horizontal line at the next observed
survival probability, taking a shape like an “L” at each transi-
tion point.

Axes
S ot LTI W S—
Litgummym@n.;uumwmwm ejmammwmwmmmw
A ") &b e —— L, = A
tah-e iy .
P2g - 13 > =
D E F G H | ] | o K L | M [ o E F G H | 1 | J K L

Evant Number at  Number of Number Surwal Event Numberat = Mumbser of Number Sunwal

(1=death, Risk Deaths Censored Plnbi:llnhl\‘ (1=death, Risk Deaths Censored | Probabelity
1] Time O=censored) Nt ot ct -} 1| Time D=censored) Nt 1] Ct S
2/ o 5 e P A P 1.000
3_ | ; ; ?g Chart Wizard - Step 2 of 4 - Chart Source Dt I_L“ EN ¥ % i 0 0950
4| [ 0 19 0 1 0.850
3 3 1 18 | || DotsRange [ sovies | 51 3 1 18 1 0 0.697
[E 2 1 i3 E— e ¢ 1 i 2 L oy
:, 19n . :i = 3 9 0 [ Chart Wizard - Step 3 of 4 - Chart Options ooy B

| e 3 10 0 ———
0] 1" 0 13 3 o T | |
1 2 [] 12 P S N 0 | [ awes T orioes [ tegend [ Data Lobets |
1B E] 0 1 Ty 1 2 0 || Chart g
0400

3] 1 10 a200 % :: g Survival Funcien Surieal Funciion
w7 1 ] e Ve 00 aois:
e . 3 R EEEE] i j14; 7 1 o d
N B f—
7| 19 0 6 1 P = e I
B 2 0 5 Getarange: | D1D22.31323 = 47| 19 (] Surveesl Probabiny| E Do ‘\"*\. = ;:""“’ﬁ
1#8 2 1 4 q F 18] 21 g T (N 3 nace -
Bz b e (IS o I 1 g Qe o T b Y
P [] 3 % Cobumns 20| 2 0 * oo
22 pl 0 3 il 24 [] Second vab ) ] L] i =0
5 B — -
24| 4 I
| 25| 24 |
2] = % | [Lomad ][ spotx ][ tioa> ] [ Bosh ]
. [ concd TN | TN 27
29| s 3 25
30

/GURE 11-31 Specifying a Location for the D1sply\

Numberof | Number | Sunival |

Event Numbel at
| (1=death, Rigk Daaths Cansored | Probability
1| Time O=censored) Nt ot Ct St
2] o 1.000
3] 1 1 20 1 [ 0.950
4 2 [] 18 0 1 0,950
& 3 1 18 1 [ 0.857
s s 1 17 1 a 0844
I [] 16 0 1 0844
B 9 [] 18 [] 1 0.844
9 1 [} 14 0 1 0.844
| 1 0 13 o 1 0844
| 12 [} 12 0 1 0.844
13 o 1 1] 1 [{E.TT)
(3] W 1 10 1 0 0.760
| 1 ] 1 ] 0676
15 | 17 0 g I} 1 0676
+_ :g g Chart Wizsrd - Step 4 of 4 - Chart Location . I |-
8 0 Flace chart:
i3 1
F FT ) B As new ghoet: KM Survival Curve
[21] 2 [] =
[]

. M
23 ﬁ ! s ghyectn:. 118 ]E|
24
i |
|

3 [ cancd | [ <pack ]

© Jones & Bartlett Learning, LLC. NOT FOR SALE OR DISTRIBUTION.



Survival Function

—ea— Survival Probabili
St

In order to produce a step function, we must format the
data before invoking the Chart Wizard as follows. Using the
data shown in Figure 11-27, we first must replace the formu-
las that we used to compute the survival probabilities with
their calculated values. We do this is so that, in the process of
formatting the data to generate the plot, we do not inadver-
tently change the estimates of the survival probabilities.
Specifically, we want to replace the formulas currently in cell
G2 through cell J21 with their computed values. This is done
by highlighting these cells and clicking on the copy icon along
the top menu bar. This generates a flashing dashed line around
the highlighted cells. We then click on the arrow next to the
paste icon along the top menu bar and select the Values option
as shown in Figure 11-33.

The next step is to format the data so that, at each transition
point (i.e., change in survival probability), the graphical display
shows a step. This is done by inserting a new row in between each

transition point (which is equivalent to inserting a row before
each observed event (death) in the dataset). This is done by plac-
ing the cursor on a specific row and selecting the Insert Row op-
tion from the top menu bar as shown in Figure 11-34. The
resulting worksheet after inserting rows at each transition point
is shown in Figure 11-35.

The next step involves inserting data (times and survival
probabilities) into the newly inserted rows. Specifically, in each
newly inserted (blank) row, we copy the time from the cell
above and the survival probability from the cell below. For
example, in cell D3 we enter “=D2” (the time from cell D2)
and in cell J3 we enter “=J4” (the survival probability from cell
J4). The same procedure is followed for rows 6, 8, 16, 18, and
24. For example, in cell D24 we enter “=D23” and in cell ]24 we
enter “=J25”. The updated worksheet is shown in Figure 11-36.

Using the updated worksheet, we follow the same steps
illustrated in Figure 11-28 through Figure 11-32. Note that the
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data range is now larger to include the newly inserted rows.
The data for the x-axis now reside in cell D1 through cell D28,
and the data for the y-axis now reside in cell J1 through cell J28.
Thus, when specifying the data range (see Figure 11-29), we in-
dicate “D1:D28,J1:]28”. Following the steps outlined above, we
produce the display shown in Figure 11-37.

We now format the display for presentation. First, we
change the background from grey to white (or no background
color). This is done by double-clicking on any part of the back-
ground, which opens up the dialog box shown in Figure 11-38.
Under the Area section, we select None.

e s HTIIEED

Next, we remove the legend by clicking on the legend box
and clicking Delete. We do the same to the horizontal lines in
the display. If we click on any of the lines and click Delete, all
of the horizontal lines are removed. Finally, we format the y-
axis from 0 to 1. This is done by double-clicking anywhere
along the y-axis, which brings up the dialog box shown in
Figure 11-39. Under the Scale tab, we specify the maximum as
1.0 (instead of 1.2, which was the default). Clicking OK updates
the y-axis as shown in Figure 11-40.

The display can now be easily copied into papers, reports,
or other presentations. In the survival curve shown in Figure

Survival Function
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11-40, the symbols represent each event time, either a death or
a censored time.

Sometimes it is of interest to plot the estimates of the sur-
vival probabilities (as shown in Figure 11-40) along with 95%
confidence limits. This is done using exactly the same approach
used to plot the survival function. Specifically, we first gener-
ate the estimates of the survival probabilities and the 95% con-

—e— Survival Pmbabllltﬂ
St

fidence limits as shown in Example 11.4 and in Figure 11-26.
We then format the data to produce the step functions (in this
case for the estimates as well as the upper and lower limits of
the confidence interval). We illustrate the approach in the next
example.

Example 11.6. Consider again the data in Example 11.4,
where we generated estimates of survival probabilities and 95%
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FIGURE 11-39 Rescaling the y-Axis
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confidence limits. The results of the computations are shown
in Figure 11-26. To facilitate interpretation, we first hide the
columns in the worksheet that are not directly related to the
graphical display. We then replace the formulas in the columns
of the worksheet that are still showing by their calculated val-
ues. This is done by first highlighting the cells (columns D, J,
O, and P in Figure 11-41), clicking on the copy icon on the top

menu bar, and then selecting the Values option next to the
paste icon on the top menu bar. Next we insert rows at each
transition in survival probability (to produce a step function)
as shown in Figure 11-41.

Because survival probabilities are between 0 and 1, in-
clusive, we recode any estimates to that range. Specifically,
we recode the estimates of the upper limits from above 1.0 to
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FIGURE 11-40 Plot of the Survival Function
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1.0 as needed. This is shown in Figure 11-42. In addition, in
each newly inserted (blank) row, we copy the time from the
cell above and the survival probability and the lower and
upper limits of the confidence interval from the cells below.
For example, in cell D3 we enter “=D2” (the time from cell
D2) and in cells J3, O3, and P3 we enter “=J4”, “=04”, and
“=P4”, respectively. The same procedure is followed for rows
6,8, 16, 18, and 24. For example, in cell D24 we enter “=D23,

and in cells J24, 024, and P24 we enter “=J25”, “=025”, and
“=P257, respectively. The updated worksheet is shown in
Figure 11-42.

We again use the Chart Wizard to create the display. The
easiest way to produce the plot is to highlight the data shown
in Figure 11-42 (specifically, the data for the x-axis in column
D and the data for the y-axis in column J, column O, and col-
umn P). With the data highlighted, we click on the Chart
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Wizard icon as shown in Figure 11-43, and we select the XY
(Scatter) plot under Chart Types and the chart subtype show-
ing in the bottom left corner.

When we click Next, Excel produces a preliminary ver-
sion of the display, and Excel then asks for a chart title as well
as labels for the x- and y-axes (see Figure 11-44).

Once we enter the title and labels, Excel prompts for a lo-
cation for the display (see Figure 11-31). If we select a new
worksheet as the location, Excel produces the display shown in
Figure 11-45.

Again, there are a number of formatting changes that we
make prior to presenting the display. First, we change the back-
ground color to white or to no color, remove the legend and
horizontal lines, and rescale the y-axis to a maximum of 1.0.
(All of these changes were illustrated in Example 11.5.) The
formatted display is shown in Figure 11-46.

An additional formatting step is needed to change the col-
ors of the lines (the estimated survival probability and the
lower and upper limits of the 95% confidence interval) to
black. This is done by clicking on any part of the line (one at
a time). For example, suppose we click on the estimated sur-
vival probability line (the middle line shown in Figure 11-46).
This brings up the dialog box shown in Figure 11-47, where we
specify a new line color of black under the Line option in the
Patterns tab. We also change the color of the marker (both the
foreground and the background) to black using the same ap-
proach. This is done under the Markers option in the Patterns
tab.

When we click OK, Excel updates the color scheme. We do
the same for the upper and lower limits of the 95% confidence
interval. We also perform one additional step in formatting
the confidence limits. We change the style of the lines to dashed
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(as opposed to solid) to distinguish between the estimates of
the survival probabilities (shown in solid black) from the con-
fidence limits (shown in dashed black). The style of the lines
can be changed by clicking on the arrow to the right of the
Style box under the Patterns tab shown in Figure 11-47. The
final display is shown in Figure 11-48.

Notice that we also select triangles as markers for both
the upper and lower limits of the 95% confidence interval.

11.3 COMPARING SURVIVAL CURVES

In many survival analysis applications, we are interested in as-
sessing whether there are differences in survival among dif-
ferent groups of participants. For example, in a clinical trial
with a survival outcome, we are often interested in comparing
survival between participants receiving a new drug as com-
pared to a placebo (or other appropriate comparator). In an

observational study, we might be interested in comparing sur-
vival between men and women, or between participants with
and without a particular risk factor (e.g., hypertension or di-
abetes).

There are several tests available to compare survival among
independent groups. In Chapter 11 of the textbook we pre-
sented the log-rank test, which is a popular test to compare
survival between two or more independent groups. The test
compares the entire survival experience between groups and
can be thought of as a test of whether the survival curves are
identical (overlapping) or not. Survival curves are estimated for
each group, considered separately, using the Kaplan—Meier ap-
proach and are compared statistically using the log-rank test.
The log-rank test is computed using the five-step approach for
hypothesis testing. The test statistic for the log-rank test is as

(20, -XE )
follows: y° = 2#

jt

, where X Ojt represents the

/FIGU RE 11-48 Estimates of Survival Probabilities with 95% Confidence Limits \
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sum of the observed number of events in the jth group (e.g., j
=1,2)and X Ejt represents the sum of the expected number of
events in the jth group over time and is approximately dis-
tributed as a y? test statistic. Using Excel we can compute the
value of the test statistic and compute a p-value using the
CHIDIST function. The log-rank test statistic has degrees of
freedom equal to k — 1, where k represents the number of com-
parison groups.

Example 11.7. In Example 11.3 in the textbook we ana-
lyzed a small clinical trial comparing two combination treat-
ments in patients with advanced gastric cancer. Twenty
participants with stage IV gastric cancer who consented to par-
ticipate in the trial were randomly assigned to receive
chemotherapy before surgery or chemotherapy after surgery.
The primary outcome was death and participants were fol-
lowed for up to 48 months (4 years) following enrollment into
the trial. The experiences of participants in each arm of the
trial are shown in Table 11-3. The question of interest is
whether there is a difference in survival between the two treat-
ments. The test is run at a 5% level of significance and the hy-
potheses are as follows:

H,: The two survival curves are identical (or S}, =S, ).

H,: The two survival curves are not identical
(or§,,#S,,at any time t).

The data are entered into Excel as shown in Figure 11-49.

To prepare the data for the computations, we now create
two new variables, event times and group. The event times are
the times of the observed events (deaths in this example).

comparing S ot LHEEED)

KFIGURE 11-49 Data for the Log-Rank Test\
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Group indicates whether the events occurred in group 1 or in
group 2. The two new variables are shown in Figure 11-50.
Notice that the event times are not sorted; they are simply
copied from column A and column D. The next step is to sort
the data. Specifically, we sort the data by the two new vari-

ables, first by event times in ascending order and then by group
in ascending order. This is done by highlighting the data (col-
umn A through column H) and selecting sort under the Data
option on the top menu bar. Once we select the Sort option,
Excel presents the dialog box shown in Figure 11-51. We spec-
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ify that the primary sort variable is event times and that we
want the data sorted by event times in ascending order. We
specify that we then want the data sorted by group in ascend-
ing order. This is shown in Figure 11-51. Notice that we also in-
dicate that there is a header row in the dataset using the option
at the bottom of dialog box. When we indicate that there is a
Header row, Excel unselects the first row.
The sorted data are shown in Figure 11-52.

/FIGURE 11-52 Sorted Data \
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Next, we want to compute the numbers of participants at
risk in each group at each observed event time. To do this, we
use the COUNTIF function. To compute the numbers of par-
ticipants in group 1 at risk at each event time, N 1
numbers of participants in group 1 with observed times (either
month of death or month of last contact) that are greater than

we count the

or equal to each observed event time in column G. Specifically,
in cell J2 we enter “=COUNTIF(A$2:B$7,“>="&G2)”. Notice
that we specify the range of the data for group 1 as cell A$2
through cell B$7 using absolute cell references so that we con-
tinue to refer to the same data range when we copy the formula
from cell J2 to cell J3 through cell J10. The numbers of partic-
ipants in group 1 at risk at each event time are shown in Figure
11-53.

We use the same approach to compute the numbers of
participants in group 2 at risk at each event time, N,,. We count
the numbers of participants in group 2 with observed times (ei-
ther month of death or month of last contact) that are greater
than or equal to each observed event time in column G.
Specifically, in cell K2 we enter “=COUNTIF(D$2:E$8,“>="
&G2)”. Again, we specify the range of the data for group 2 as
cell D$2 through cell E$8 using absolute cell references so that
we continue to refer to the same data range when we copy the
formula from cell K2 to cell K3 through cell K10. The numbers
of participants in group 2 at risk at each event time are shown
in Figure 11-54.

In the next step, we compute the numbers of observed
events in each group, O,, and O,,. These are computed in
columns L and M using the IF function. Specifically, in col-
umn L we compute the numbers of observed events in group
1 by specifying “=IF(H2=1,1,0)” in cell L2 and copying this

/FIGURE 11-53 Computing the Number of \
Participants in Group 1 at Risk at Each Event Time
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formula into cell L3 through cell L10. Similarly, in column M
we compute the numbers of observed events in group 2 by
specifying “=IF(H2=2,1,0)” in cell M2 and copying this for-
mula into cell M3 through cell M10. The numbers of observed
events in each group are shown in Figure 11-55.

Next, we compute the total number of participants at risk
at each event time, N,, by summing the numbers of partici-
pants at risk across groups (i.e., summing N, and N,,) at each
event time. This is shown in Figure 11-56.

Next, we compute the total number of observed events at
each event time, o, by summing the numbers of observed

comparing i ot LHEEED)

events across groups (i.e., summing O,,and O,,) at each event
time. This is shown in Figure 11-57.

Next we compute the expected number of events in each
group, E,, and E,, at each event time using: E,, = N, x (O/N,)
for group 1 and E,, = N, X (O/N,) for group 2. Specifically, in
column P we compute the expected number of events in group
1 by entering: “=J2*(02/N2)” in cell P2 and copying this for-
mula into cell P3 through cell P10. This is shown in Figure 11-
58. We do the same for group 2 by entering “=K2*(02/N2)” in
cell Q2 and copying this formula into cell Q3 through cell Q10.

The final step is to compute the test statistic. However, to
do so we need the total number of observed events in each
group (i.e., the sums of O,,and O,,, respectively) and the total
number of expected events in each group (i.e., the sums of E,,
and E,,, respectively). These are computed using the SUM
function as shown in Figure 11-59.

The next step is to compute the log-rank test statistic:

(20, —XE. )
XZ — Jt Jt

ZE:’:

observed number of events in the jth group (e.g.,j=1,2) and
z Ejt represents the sum of the expected number of events in
the jth group over time. We compute the test statistic in two
steps. First, we take the ratio of the square the difference be-
tween the sum of the observed and the sum of the expected
numbers of events to the sum of the expected number of events
in each group (see Figure 11-60), and then we sum to produce
the test statistic (see Figure 11-61).

Thus, 2 = 6.148. We now compute a p-value for the test
using the y? distribution and the CHIDIST function in Excel.

,where £ O ) Tepresents the sum of the

Each Event Time
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The CHIDIST function requires specification of the test sta- Because the p-value = 0.013 is less than the level of sig-
tistic (¥*) and the degrees of freedom. The log-rank statistichas ~ nificance o = 0.05, we reject H,. We have significant evidence
degrees of freedom equal to k — 1, where k represents the num- at oo = 0.05 to show that the two survival curves are different.
ber of comparison groups. In this example, k = 2, so the test sta- Again, while it is tedious to construct the template for the
tistic has 1 degree of freedom. The p-value for the test is ~ computation of the log-rank test the first time, once the struc-
computed as shown in Figure 11-62. ture is entered into Excel, implementation of the test for new
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datasets is relatively easy. Only the data range in the formulas
must be modified.

Example 11.8. In Example 11.4 in the textbook, we eval-
uated the efficacy of a brief intervention to prevent alcohol
consumption in pregnancy. Pregnant women with a history of
heavy alcohol consumption were recruited into the study and

randomized to receive either the brief intervention focused
on abstinence from alcohol or standard prenatal care. The
outcome of interest was relapse to drinking. Women were re-
cruited into the study at approximately 18 weeks gestation
and followed through the course of pregnancy to delivery
(approximately 39 weeks gestation). The data are shown in
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Table 11-4 and indicate whether women relapsed to drinking
and if so, the time of their first drink measured in the num-
ber of weeks from randomization. For women who did not re-
lapse, we recorded the number of weeks from randomization
that they were alcohol-free.

The question of interest is whether there is a difference in
time to relapse between women assigned to standard prenatal
care as compared to those assigned to the brief intervention.

The test is run at a 5% level of significance and the hy-
potheses are as follows:

H,;: Relapse-free time is identical between groups.

H;: Relapse-free time is not identical between groups.

mBLE 11-4 Number of Weeks to First Drink or Num%

- /

Hesh
of Weeks Alcohol Free by Treatment Group __Cl_ERS
=] chapter11
Standard Prenatal Care Brief Intervention e £ I 8 _Jc[ D [ E ]

roup 1 - Group 1 - Group 2 - Group 2 -
Relapse No Relapse Relapse No Relapse i Fewese | NoRelopoe Relapse | No Relapse

19 20 16 21 £ nete 20 16 21

3 6 19 21 15

6 19 21 15 Nl E0 ﬂ BTy ¥

5 17 7 18 5 4 14 18

4 14 18 2 2

5

To conduct the test, we first copy the worksheet with all of
the formulas we developed to conduct the log-rank test in
Example 11.7, and we enter the data in Table 11-4 into the
worksheet as shown in Figure 11-63.

Next we copy the observed event times in column A and
column D into column G and indicate which group (1 or 2)
that each event occurred. We then sort the data by the event
times and group variables as shown in Figure 11-51. The sorted
data are shown in Figure 11-64.

/FIGURE 11-63 Data for the Log \
Rank Test
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/FIGURE 11-64 Sorted Data for Analysis
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Next, we update the formulas used to compute the num-
bers of participants at risk in each group, N;, and N, ,, to reflect
the data ranges for these data (i.e., A$2:B$5 for group 1 and
D$2:E$6 for group 2). Once the data ranges are updated in
cells J2 and K2, the formulas are copied into cell J3 through cell
K8 (see formula in top menu bar for cell K8), as shown in
Figure 11-65. Excel then computes the observed numbers of

events, the total numbers of participants and events, and the

expected numbers of events in each group at each event time.
The test statistic is then computed along with a p-value.

For this example, y*=0.727 (degrees of freedom =k—1 =
2—1=1) and the p-value is p = 0.394. Because the p-value ex-
ceeds the level of significance (o = 0.05), we do not reject H,,.
We do not have statistically significant evidence at o = 0.05 to
show that the time to relapse is different between groups.

11.4 COMPARING TWO SURVIVAL CURVES
GRAPHICALLY

In Section 11.2, we used Excel to generate graphical displays of
a survival curve in one sample. We outlined the steps to pro-
duce graphical displays of the survival curve as well as displays
that incorporated 95% confidence limits around the estimated
survival probabilities. Here we present techniques to produce
graphical displays of Kaplan—Meier survival functions in two
independent groups using Excel.

Example 11.9. Consider again Example 11.7 where we
compared survival between two competing combination treat-
ments in patients with advanced gastric cancer. In Example
11.7 we conducted a log-rank test and found a statistically sig-
nificant difference in survival between competing treatments
(p = 0.013). Here we use Excel to produce a graphical display
of the survival functions.

The first step is to produce the Kaplan—Meier estimates
of the survival probabilities for each group using the template

4| Microsoft Excel
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we developed in Excel to compute survival probabilities using
the Kaplan—Meier approach shown in Figure 11-20. We copy
the worksheet (Figure 11-20) and enter the data for group 1.
Here we need only to adjust the data ranges for the time and
event variables (column D and column E) to produce the sur-
vival estimates shown in Figure 11-66.

Next we copy the data for group 2 into the worksheet and
again copy the formulas from row 2 through row 11 to produce
the survival estimates for the data in group 2 (see specifically
row 14 through row 23), as shown in Figure 11-67. We again
need to update the data ranges for the computations. For ex-
ample, to compute the number of participants at risk in group
2, we specify the data range as D$14:D$23 in cell G23 (see top
menu bar).

Next we must prepare the data for the display. First, we
hide the columns that are not directly involved in the display
using the Format Column option on the top menu bar. We
retain the time (column D) and the survival probability (col-
umn J). Next we convert the formulas we used to compute the
time and survival probability variables to their calculated val-
ues by highlighting those columns, and clicking on the copy
icon and then on the Values option to the right of the paste
icon. These steps produce the data shown in Figure 11-68.

In order to produce a display with two survival curves, we
need some additional formatting. First, we move the survival
probability for group 2 into column K as shown in Figure 11-69,
and we remove the header rows for the group 2 data (i.e., remove
rows 12 and 13 in Figure 11-68) using the Delete option under
Edit on the top menu bar. We also rename the columns to S;, and
S,, to represent survival in groups 1 and 2, respectively.

Once again, we must format the data to produce the step
functions for the survival probabilities. We first insert a row
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and enter “0” for the time and “1” for the survival probability
in each group (i.e., enter “0” for time and “1” for S, in cell D2
and in cell J2 for group 1, and “0” for time and “1” for S, in cell
D13 and in cell K13 for group 2). This is shown in Figure 11-70.

Next we insert rows at each transition point (i.e., changes
in survival probability), and we then copy the time from the

row above and the survival probability from the row below.
The updated worksheet is shown in Figure 11-71.

We now use the Chart Wizard to create the display. We
highlight the data (column D, column J, and column K) and se-
lect the chart icon in the top menu bar. Once we select the
Chart Wizard, Excel opens a dialog box where we select the
chart type XY (Scatter). This is shown in Figure 11-72.

Once we click Next, Excel then asks for a chart title as well
as labels for the x- and y-axes. We enter this information and
indicate that we would like to place the display in a new work-
sheet. We click Finish, and Excel generates the new worksheet
containing the display shown in Figure 11-73.

The final step is to format the display for presentation.
This involves changing the background from grey to white or
no background color, removing the horizontal lines, rescaling
the y-axis to a maximum of 1.0, rescaling the x-axis to a max-
imum of 50 months, and changing the line colors to black
(solid and dashed to distinguish the groups). The final display
is shown in Figure 11-74.
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PRACTICE PROBLEMS

. A study is conducted to estimate survival in patients

following kidney transplant. Key factors that adversely
affect success of the transplant include advanced age
and diabetes. This study involves 25 participants (n =
25) who are 65 years of age and older, and all have
diabetes. Following transplant, each participant is fol-
lowed for up to 10 years. The following are times to
death, in years, or the time to last contact (at which
time participant was known to be alive).

1.2,2.5,4.3,5.6,6.7,7.3,and 8.1 years
34,4.1,4.2,5.7,59,6.3,6.4,6.5,7.3,8.2, 8.6, 8.9,
9.4,9.5, 10, 10, 10, and 10 years

a. Use the life table approach to estimate the survival
function.

b. Use the Kaplan—Meier approach to estimate the
survival function.

c. Graph the survival function based on the estimates
in (b) using Excel.

. A clinical trial is run to assess the effectiveness of a

new anti-arrhythmic drug designed to prevent atrial

fibrillation (AF). Thirty participants (n = 30) enroll

in the trial and are randomized to receive the new

drug or placebo. The primary outcome is AF and par-

ticipants are followed for up to 12 months following

randomization. The experiences of participants in

each arm of the trial are shown in Table 11-5.

a. Estimate the survival functions for each treatment
group using the Kaplan—Meier approach.

b. Test whether there is a significant difference in sur-
vival between treatment groups using the log-rank
test and a 5% level of significance.

. Using the results from Problem 2, sketch the survival

functions for the new anti-arrhythmic drug and the
placebo groups.

. An observational cohort study is conducted to com-

pare time to early failure in patients undergoing joint
replacement surgery. Of specific interest is whether
there is a difference in time to early failure between
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ﬁt\BLE 11-5 Data for Practice Problems 2 and 3 \

Placebo New Drug
Month Month of Month Month of
of AF Last Contact of AF Last Contact
4 5 7 6
6 5 9 6
7 6 12 7
8 7| 8
9 8 9
11 9 9
11 10
12 10
12 11
11
2
12

- /

patients who are considered obese versus those who
are not. The study is run for 40 weeks, and times to
early joint failure, measured in weeks, are shown in

Table 11-6 for participants classified as obese or not

at the time of surgery.

a. Estimate the survival functions (time to early joint
failure) for each group using the Kaplan—Meier
approach.

b. Test whether there is a significant difference in
time to early joint failure between obese and non-
obese patients undergoing joint replacement sur-
gery using the log-rank test and a 5% level of

significance.
ﬁt\BLE 11-6 Data for Practice Problem 4 \
Obese Not Obese
Failure No Failure Failure No Failure

28 39 27 37
25 41 31 36
31 37 34 39
(32 35 40
38 36
36 32
29 39
41

- /

et i o HEEED)

5. Using the results from Problem 4, sketch the survival
functions for each group (obese and non-obese).

6. A study of patients with stage I breast cancer is run to
assess time to progression to stage II over an obser-
vation period of 15 years. The data are shown in Table
11-7. Times to progression are measured in years
from the time at which the chemotherapy regimen
was initiated. Of interest is whether there is a differ-
ence in time to progression between women on two
different chemotherapy regimens.

a. Estimate the survival functions (time to progres-
sion) for each chemotherapy regimen using the
Kaplan—Meier approach.

b. Test whether there is a significant difference in
time to progression between treatment regimens
using the log-rank test and a 5% level of signifi-
cance.

7. A clinical trial is conducted to evaluate the efficacy
of a new drug for prevention of hypertension in pa-
tients with pre-hypertension (defined as systolic
blood pressure between 120 mmHg and 139 mmHg
or diastolic blood pressure between 80 mmHg and
89 mmHg). A total of 20 patients are randomized to
receive the new drug or a currently available drug for
treatment of high blood pressure. Participants are fol-
lowed for up to 12 months, and time to progression
to hypertension is measured. The experiences of par-
ticipants in each arm of the trial are shown in Table

11-8.
HABLE 11-7 Data for Practice Problem 6 \
Regimen 1 Regimen 2
No No
Progression  Progression  Progression  Progression

2 12 9 11
6 14 4 14
7 13 7 13
3 11 9
4 15 14
10 13
8 6
6 9
9 7

12

\_ )
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/TABLE 11-8 Data for Practice Problem 7

\

\_

New Drug Currently Available Drug
Hypertension Free of Hypertension Hypertension Free of Hypertension
7 8 6 8
8 8 7 9
10 8 9 11
9 10 11
11 11 12
12
12

J

mBLE 11-9 Data for Practice Problem 8

~

Participant Year of First Year of Last
Identification Number Surgery Contact
1 8
2 10
3 4
4 4
5 7
6 6
7 9
8 5
9 3
10 8
11 9
12 10
13 3
14 2
15 6
16 7
17 8
18 9

a. Estimate the survival functions (time to progres-
sion to hypertension) for each treatment group
using the Kaplan—Meier approach.

b. Test whether there is a significant difference in time
to progression between treatment groups using the
log-rank test and a 5% level of significance.

8. The data in Table 11-9 reflect the time to first sur-
gery in children born with congenital heart disease.
Time is measured in years from birth up until the age
of 10 years. Construct a life table using the
Kaplan—Meier approach. Also include standard er-
rors and 95% confidence limits for the estimates of
survival probability.
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